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Abstract—Teleoperating a robot arm involves the human
operator positioning the robot’s end-effector or programming
each joint. Whereas humans can control their own arms easily by
integrating visual and proprioceptive feedback, it is challenging
to control an external robot arm in the same way, due to its
inconsistent orientation and appearance. We explore teleoperat-
ing a robot arm through motion-capture (MoCap) of the human
operator’s arm with the assistance of augmented reality (AR)
visualisations. We investigate how AR helps teleoperation by
visualising a virtual reference of the human arm alongside the
robot arm to help users understand the movement mapping. We
found that the AR overlay of a humanoid arm on the robot in
the same orientation helped users learn the control. We discuss
findings and future work on MoCap-based robot teleoperation.

Index Terms—teleoperation; robot arm; augmented reality

I. INTRODUCTION

Robot arm is a popular type of robot for a wide range of
general-purpose tasks thanks to their efficient form-factors.
They are typically situated on desktops in a vertical orien-
tation. A similar movement range of the human arm is the
space on one side of the body (Figure 2), perpendicular to
the orientation of the movement range of the robot arm. This
difference in orientation presents a challenge for Motion
Capture (MoCap) based teleoperation for human operators to
anticipate the movement of the robot. Further, the difference
in appearances of the human and robot arms challenges
operators to understand how the joint rotations are mapped.

We explore how augmented reality (AR) can assist MoCap-
based teleoperation of a robot arm by rendering a virtual arm
as visual reference that mediates the inconsistencies between
the human arm and the robot arm. In Study 1, we investigate
how a virtual arm rendered in AR next to the robot arm could
help improve user performance and experience of a target
reaching task. We implemented three conditions of the AR
arm that are either in a human-like or robotic appearance, and
either in the same orientation with the robot or with the human
arm. We concluded that the optimal configuration is a human-
like arm overlaid on the physical robot in the same orientation
with it to assist the understanding of the control mapping and
to ensure easy visual access. In Study 2, we evaluated this
AR arm using a posture matching task. We found that the AR
arm helped reduce the perceived physical demand, effort, and
frustration. Most participants found the AR arm more helpful
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for learning the control at the beginning than as an always-on
visual guidance for teleoperation.

II. BACKGROUND

A. Robot Teleoperation via Human Motion Mapping
Robot teleoperation enables human operators to remotely

control a robot to perform tasks that are difficult for the
human body through manipulation interfaces [1]. It requires
extensive training, especially for robots with high DOF that
challenge operators to anticipate the robot movement [2]. An-
thropomorphic robots afford the unique possibility to perform
human-like movements for tasks that demand anthropomor-
phic appearances of movements, inspiring works such as [3]
that generates human-like movement for human-like robot
arms. While previous work found that anthropomorphism help
users perceive robot actions [4]–[6], no previous work has
explored robot teleoperation control that capitalise on the ease
of understanding anthropomorphic robotic movements.

B. AR Visualisations and Robot Control
AR has been used for HRI for different purposes [7], such

as to support real-time control and teleoperation (for reviews,
see [8], [9]). For remote teleoperation, AR visualisations
enhance situational awareness and reduce cognitive load by
immersing the operator in a representation of the remote en-
vironment and overlaying information related to the task [10].
For co-located HRI tasks, AR can be used to visualise motion
intent of robots intuitively by directly showing their potential
movements within the physical space [11], allowing users to
understand the motion intent more easily [12]. Whereas pre-
vious work explored AR-enabled robot control, such as using
virtual shadows on physical floors to position drones [13] and
interactive robot programming with virtual movement cues
and anchors rendered in the physical environment [14], it
remains to be investigated how AR can help teleoperation
by visualising interactive anthropomorphic movement cues for
operators to learn the control using their own body movement.
We explore how a virtual arm next to or overlaid on a physical
robot arm can help with MoCap-based teleoperation.

III. MOCAP-BASED AR TELEOPERATION SYSTEM

We explore how a virtual arm visualised in AR can help
users learn the control while mitigating inconsistencies be-
tween the robot and the human arms regarding their Orienta-
tions and Appearances in Study 1, and determine the optimal
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Fig. 1: System architecture: a Linux machine running ROS 2
and the Franka Control Interface, a Windows machine running
Unity and Motive, a Franka Research 3 robot, and a HoloLens
2 that renders through a remoting player.

configuration of the AR arm. In Study 2, we explore how it
affects user performance and experience of a posture-matching
task. Both studies were approved by the IRB of our university.

We utilised three key hardware components: 1) a 7-DOF
robotic arm Franka Research 3 (FR3), 2) HoloLens 2, and
3) OptiTrack motion capture system to enable teleoperation
of the FR3 by capturing the operator’s right arm movements.
The OptiTrack 8-camera system captures the arm’s orientation,
while HoloLens 2 renders a virtual arm that corresponds to the
movement of the physical robot arm in AR.

Robot control is handled by a Linux subsystem, which
processes the motion commands through a custom joint tra-
jectory controller and communicates with the Franka Control
Interface. A ROS TCP Endpoint facilitates real-time data
transfer between Unity and the robot controller, while joint
position tracking monitors the robot’s kinematics. Figure 1
illustrates the communication flow between these components.

We employed the FR3 robot because it resembles the
structure of a human arm while maintaining the typical layout
of an industrial 7-DOF manipulator. It features groups of
joints that correspond to the shoulder (which rotates in three
degrees of freedom), elbow (flexion/extension and forearm
supination/pronation) and hand (flexion/extension). Adapting
this mapping to other manipulators with a similar configuration
would be straightforward. The robot’s joint angles are denoted
as θ1 through θ7. The tracked positions of the shoulder,
elbow, and wrist in three-dimensional space are represented as
vectors: vshoulder, velbow, and vwrist, respectively. Each vector
is expressed in the form vi = (xi, yi, zi). Figures 2 illustrates
the relationship between human arm motion and the robot’s
joint angles in a left-handed coordinate. Given the vector

vupper arm = velbow − vshoulder (1)

and the robot orientation, we define the second joint θ2 as

θ2 = atan2(zupper arm, xupper arm) (2)

The first joint θ1 maps the elevation of the upper arm during
flexion/extension. Thus, we determine it as

θ1 = atan2
(
yupper arm,

√
x2

upper arm + z2upper arm

)
(3)

Fig. 2: Corresponding joint angles of human and robot arms.

With
vforearm = vwrist − velbow (4)

we determine the fourth joint angle θ4 as

θ4 = arccos

(
−

vupper arm · vforearm

|vupper arm| · |vforearm|

)
(5)

The third and fifth joint angles, θ3 and θ5, map inter-
nal/external rotation of the upper arm and supination/pronation
of the forearm respectively. Thus, we used the local rotation
of these objects along the axes vupper arm and vforearm in Unity.
Similarly, we derived the final two joint angles using the
relative orientations obtained directly from Unity.

We employed an OptiTrack system and its software inter-
face, Motive 3. Eight Prime-13W cameras were mounted on a
tracking rig attached to the ceiling of the usability lab, spaced
out and focused on the participants’ right arm. We employed
3 sets of markers to track the orientation of the upper arm,
forearm, and hand. Motive 3 transmits these data to Unity
at an average speed of 200 KB/s. We used the HoloLens
2 and the Holographic Remoting Player app connected to
a PC. The Mixed Reality Toolkit 3 (MRTK3) allowed us
to control the HoloLens 2 in real-time through our Unity
implementation. For calibration, we placed a QR code on the
back of the robot at a height of 18 cm and 6 cm behind the
center of its base. We used the Reality Collective package
(https://github.com/realitycollective) to recognise the QR code
via the HoloLens 2 cameras and to log its position.

IV. STUDY 1: CONFIGURING THE AR VISUALISATION

When a typical 7-DOF robotic arm (e.g., Franka Research
3, Kinova Gen3, etc.) is situated on a horizontal platform,
its range of movement is similar to a human arm on the
side of the body (Figure 2). A challenge of teleoperating
these robots is the mental effort for the human operator to
mentally convert the rotation direction of their arm joints to
those of the robot. Further, the different appearances between
the human and the robot arm challenge the user to understand
how the robot arm would respond to their control. We employ
a within-subject design with four VISUALISATION conditions
(Figure 3) to compare and determine the optimal configuration:
HUMANHORIZONTAL (HH): A virtual human-like arm in
the same orientation as the human arm. HUMANVERTICAL
(HV): A virtual human-like arm in the same orientation as
the physical robot arm. ROBOTHORIZONTAL (RH): Virtual



Fig. 3: AR VISUALISATION conditions and apparatus: (a)
Participant situated away from the robot; (b) HUMANHOR-
IZONTAL arm in AR next to the physical robot; (c) HUMAN-
VERTICAL; (d) ROBOTHORIZONTAL.

replica of robot arm in the same orientation as the human
arm. BASELINE: No AR visualisation rendered (Figure 3).

The studies were conducted in a room with dimensions of
5.5×3.6 m. We set the AR visualizations for HH, HV, and RH
with respective offsets of (-0.8, 0.33, 0.4) m, (-0.5, 0.33, 0.4)
m, and (-1, 0.33, 0.4) m relative to the robot. The participant
sat 1 m to the left and 1.2 m behind the robot’s base.

The task was reaching for a ring of 11 virtual circular targets
with the robot’s end-effector in a pre-defined sequence, as
illustrated in Figure 3 (e) [15]–[18]. The ring of targets was
parameterised by the radius R = 22.5 cm and the diameter
d = 5 cm. The ring was positioned on a vertical plane directly
in front of the robot. The centre of the ring was located at a
displacement of (0, 0.56, 0.9) m relative to the robot’s base,
which was determined through pilot testing to allow the user’s
arm to move within a comfortable range. The active target
(red) turns green upon a successful selection, which requires
the robot’s end-effector position to be within a perpendicular
distance of 10 cm from the target plane. Participants were
asked to complete the task as fast as possible.

We recruited 24 participants (11 F, 13 M) with a mean
age of 26.9 years (Min = 19,Max = 36, SD = 4.5)
using the University’s online billboard. Participants rated their
prior experience with VR and AR on a 7-point scale from 1
(never used) to 7 (use frequently) with a mean rating of 2.13
(Min = 1,Max = 6, SD = 1.45). We calibrated HoloLens’
built-in eye-tracker for each participant, and placed OptiTrack
markers on their right arms. We used a 2-minute training
block for participants to practice teleoperating the robot under
the BASELINE. Then, participants completed four rounds (two
trials per condition) of tasks with breaks between trials. The
condition orders were counterbalanced using a Latin square.
After each condition, participants filled out a questionnaire
on their perception of the task and system. After all tasks,
participants ranked their preferences for the conditions.

A. Results

Performance was evaluated through Movement Time, the
time interval between the appearance of the target and the
successful selection. We administered a NASA-TLX question-
naire [19] at the end of each condition. After finishing all
tasks, participants ranked the four conditions based on their
preferences, and answered interview questions: Q1. Do you
think the AR arms were helpful for your controlling of the
robot arm? Q2. Do you think it was more helpful with the
virtual arm in the same orientation with the physical robot or

with your own arm? Q3. Do you think it was more helpful
seeing a virtual human arm or seeing a virtual robot arm?

While we did not find statistically significant results in
Movement Time or in NASA-TLX, user rankings of different
VISUALISATION conditions showed that HV was the most
preferred (M = 2.08, SD = .97), followed by HH (M =
2.38, SD = .97), BASELINE (M = 2.54, SD = 1.35), and
finally RH (M = 3.00, SD = 1.02).

Twelve participants reported that the AR visualisation was
helpful because it provided visual reference for them to con-
veniently see how the robot moves in correspondence to their
control, without needing to to look back-and-forth between
the robot and their arms: “It’s very helpful especially the
vertical human arm ... I don’t need to think of the direction
(where) my arm goes to control the robot(R3).” Participants
also mentioned that the virtual arm gave them confidence
(P22), especially in how far the robot moves into distance
(P15). Five reported that their attention was drawn to the
targets and the robot instead of using the visualisation.

Thirteen participants reported that the vertical orientation
of the AR arm was more helpful because it was consistent
with the physical robot, making it easier to understand the
control. Seven participants preferred the horizontal orientation
as it represents how their own arm behaves. Fifteen partici-
pants thought the HUMAN arm was more helpful because it
resembled their own arm close to the robot for visual reference.
Nine of them deemed HUMANVERTICAL most helpful.

B. Discussion

While VISUALISATION did not yield statistically significant
differences in movement time, qualitative feedback suggested
that participants still found the virtual arm helpful. While the
vertical orientation and the human-like appearance of the vir-
tual arm were most preferred, it is also the only configuration
of AR that can be overlaid on the physical robot for easier
visual access. We choose HV as the optimal configuration.

V. STUDY 2: POSTURE CONTROL

In Study 2, we investigate how an AR overlay of a human-
like arm on the physical robot arm can assist MoCap-based
teleoperation. We employ a posture matching task to avoid
participants adapting to the repetitive movements as in target
reaching, while requiring them to understand the mapping
between their own arms and the robot. We employ a within-
subject design that compares task performance and subjective
measures between two VISUALISATION conditions: AR ARM
where the virtual arm is presented during the tasks, and NO
ARM as a baseline without virtual arm.

The task was sequentially matching postures using the real
robot arm (Figure 5). We rendered a blue sphere on the robot
elbow and a red sphere on the wrist for visual reference.
A target posture is matched when the elbow and wrist of
the robot are both within 5 cm from their respective target
positions (light blue and red). We selected 4 target postures
(Figure 4) within a comfortable range of movement. The task
was designed to model real-world scenarios where joint-space



Fig. 4: S2 postures: a) Elbow up, wrist up; b) Elbow up, wrist
down; c) Elbow down, wrist up; d) Elbow down, wrist down.

Fig. 5: Study 2: participant, condition NO ARM and AR ARM.
Blue and red sphere rendered on elbow and wrist respectively.
Lighter blue and red denote targets to match posture.

control of the robot is required to avoid collisions during
teleoperation, which may arise in highly cluttered workspaces.

We recruited 24 participants (14F, 10M) with a mean age of
25.6 years (SD = 4.6), mean rating of prior experience with
VR and AR (1-7) of 2.04 (SD = 1.27). Participants completed
2 rounds of the task under each condition. Each trial always
started with the robot arm in a “straight” posture with full
extension. The order of postures were counterbalanced using a
Latin square. Participants filled out a questionnaire after each
condition, and received an interview after all conditions for
feedback on their perception of the task and visualisation.

A. Results
Movement Time is defined as the time taken to successfully

match each target posture from when they first appear. We
administered NASA-TLX [19] in the same manner as in Study
1. In the end, participants answered the following interview
questions: Q1. Do you think the AR arms were helpful for
your controlling of the robot arm? Q2. Have you learned how
to control the robot arm from seeing the virtual arm?

We found no statistically significant effects of Visualisation
or viz order on Movement Time (Figure 6). The perceived
PHYSICAL DEMAND was significantly affected by Visualisa-
tion (F1,23 = 5.20, p < .05), similarly for EFFORT (F1,23 =
5.06, p < .05) and FRUSTRATION (F1,23 = 5.14, p < .05).

Thirteen participants found that the AR visualisation helpful
“It helped me with the position of the arm to have a reference.
Without that, I couldn’t imagine the best position (P2).” Six
participants mentioned that the visualisation helped them learn
the control at the beginning while the task becomes easy after
a few rounds, and they did not need the visualisation any more.

Fifteen participants found the AR visualisation helpful to
learn the control mapping: “It was very intuitive. I didn’t have
to learn anything beforehand, just having that reference was
enough for the task (P2).”; “ Because the arm just looks like
mine, so I can see if I was wrong (P24).” Six participants
mentioned that AR helped them learn the control but only at
the beginning: “I think it’s really important that you have that
at the first time. But then you will know how it works (P5).”

B. Discussion of Study 2
In Figure 6 (right), we can observe that while the earlier

condition always yielded longer movement time, the difference
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Fig. 7: Study 2 results on the NASA-TLX questionnaire.

seems more pronounced when AR ARM was administered
first. This suggests that while individual differences and
learning effects are present, experiencing the AR ARM first
may have helped participants learn the control better. This
observation is consistent with the subjective feedback. While
21 participants agreed that AR ARM was helpful for learning
the control, six of them commented that it was only helpful at
the beginning, and became redundant or distracting afterwards.
These results suggests that the AR visualisation may serve as
a useful learning aid for novice users to understand how the
teleoperation control is done through the mappings between
their arms and the robot, visually mediated by the AR ARM.

The visual reference of the human-like appearance of the
AR ARM made the task perceivably easier for participants,
as supported by its significantly lower scores in PHYSICAL
DEMAND and EFFORT. This is likely because they did not
need to move their arms blindly to test the control at the
beginning. They were able to quickly grasp how the rotations
of their arm joints are mapped to the robot by observing
the movement of the human-like AR ARM, which visualises
the same structure as their own arms and is rendered on the
physical robot. Similarly, they experienced less FRUSTRATION
because the AR ARM provides straightforward visual feedback
for their movements, saving the mental conversion effort.

VI. CONCLUSION

Anthropomorphic robot arms suggests a novel approach of
teleoperation through MoCap control that maps the rotations
of the joints of the human operator’s arms to a robot arm.
We explore how AR can assist this by rendering a virtual arm
as visual reference that mediates the inconsistencies between
the human and the robot arm. In Study 1, we concluded that
the optimal configuration of AR is a human-like arm overlaid
on the physical robot in the same orientation. In Study 2, we
evaluated this configuration and found that it helped reduce
the perceived physical demand, effort, and frustration. Most
participants found the AR arm suitable as a learning tool rather
than an always-on visual guidance for teleoperation tasks.
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