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Figure 1: We simplify multi-selection for eye and hand interfaces in extended reality (XR) by utilizing the pre-pinch phase (a)
—when users initiate but do not complete a pinch gesture— to contextualize upcoming actions. In this quasi-mode, users can
gaze at multiple objects, subselecting them for the subsequent full-pinch command (b-c), allowing for intuitive, pre-pinch
multi-selection before initiating gesture operations like drag and drop (d).

ABSTRACT
This paper investigates multi-selection in XR interfaces based on
eye and hand interaction. We propose enabling multi-selection us-
ing different variations of techniques that combine gaze with a
semi-pinch gesture, allowing users to select multiple objects, while
on the way to a full-pinch. While our exploration is based on the
semi-pinchmode for activating a quasi-mode, we explore four meth-
ods for confirming subselections inmulti-selectionmode, varying in
effort and complexity: dwell-time (SemiDwell), swipe (SemiSwipe),
tilt (SemiTilt), and non-dominant hand input (SemiNDH), and com-
pare them to a baseline technique. In the user study, we evaluate
their effectiveness in reducing task completion time, errors, and
effort. The results indicate the strengths and weaknesses of each
technique, with SemiSwipe and SemiDwell as the most preferred
methods by participants. We also demonstrate their utility in file
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managing and RTS gaming application scenarios. This study pro-
vides valuable insights to advance 3D input systems in XR.
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1 INTRODUCTION
The gaze + pinch has the potential to become as widely available
in virtual reality (VR) as touch input in tablets and smartphones, as
a direct natural interaction [46, 47]. Still, it has several shortcom-
ings, like the ability for preshaping of our hand [38], competing
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attentional demands of gaze in augmented reality (AR) [43], and a
limited throughput in multi-selection scenarios. On smartphones,
we have moved away from having to tap on every item or photo in
our gallery to select fast, by adding hold-and-swipe type of gestures.
We need our equivalent for gaze + pinch.

Multi-selection techniques render the process of selecting multi-
ple items such as files or images more efficient [37, 77, 78]. Multi-
selection can be enabled through a persistent mode, such as long-
pressing on a touchscreen, that stays active until manually turned
off [53]. Alternatively, a quasi-mode (or spring loaded [16]), such
as when holding the CTRL key in a mouse and keyboard-based UI,
which is suitable for spontaneous multi-selections.

Although multi-selection has matured for traditional computing
devices, it is open to how eye- and hand-tracked UIs in extended
reality (XR) can support such a mechanism. Many XR UIs are based
on the canonical pinch gesture, offering dexterous and natural ways
to manipulate single objects. Multi-selection is supported via per-
sistent modes (e.g., special gestures like long-pinch or dedicated UI
buttons [11, 28, 37, 55]), but quasi-mode-based multi-selection fea-
tures are difficult to integrate. To date, only Shi et al. have explored
this area in the context of gesture-only UIs [56]. Their approach
introduces additional gestures that indeed enable mode-switching
but it trades it with higher effort as users need additional cognitive
resources to learn and remember them [40, 56]. We propose a dif-
ferent approach by designing for multi-selection without departing
from the intuitive pinch-based input paradigm.

People naturally look at objects of interest in point-select tasks
environments [36, 49, 69, 80]. Modern headsets (e.g., Hololens 2,
Quest Pro, Vision Pro) exploit this behavior, offering a multimodal
UI based on user inputs interpreted through gaze and pinch gestures
[8, 47, 72, 73]–we posit that this behavior will hold specifically in
the context of manipulating multiple objects at once. Before the
manipulation commences, users are likely to look at the objects they
want to manipulate, giving away which and how many targets are
to be manipulated. As well, users are likely to prepare their pinch
gesture in anticipation of the subsequent manipulation [83]. Taken
together, we experiment with this dual phenomenon for implicitly
specifying all objects of interest with gaze just before one engages
in a pinch gesture.

We propose PinchCatcher, a new approach for multi-selection
that allows subselecting multiple targets for single pinch gestures
in eye- and hand-tracked XR. The idea is to integrate gaze pointing
with a semi-pinch gesture [83] that acts as a quasi-mode. This state
occurs when users maintain their fingers in a partially pinched
position, hovering between fully extended and fully flexed. Figure 1
illustrates the concept. When users maintain a semi-pinch posture
(a), the system interprets this signal as a mode-switch to a pre-
pinch state, which allows them to contextualize the subsequent full
gesture. In this state, users can select multiple objects by simply
gazing at each object of interest (b-c). When complete, a pinch-
contact gesture manipulates all objects at once (d).

This leads us to our main research question: how can users, while
holding a semi-pinch state, add more targets to the selection by gaze
without accidentally including unwanted items (i.e., Midas Touch
problem [23, 24, 42])? As users are only briefly holding a semi-pinch
gesture to contextualize their subsequent action, it needs to balance
simplicity of input with low cognitive and physical effort, all while

being sufficiently robust to clarify intent. We explore four distinct
methods for triggering subselection while users maintain the semi-
pinch state, using gaze as the primary pointer: (1) SemiDwell, a
low-effort technique based on dwell time with the eyes alone; (2)
SemiSwipe and (3) SemiTilt, both utilizing gestures from the same
hand; and (4) SemiNDH, where the non-dominant hand (NDH)
performs pinch gestures while the dominant hand (DH) maintains
the semi-pinch.

We present a user study that compares the four techniques
against a baseline (FullDH) that closely resembles the CTRL key
approach of desktop UI [27, 74]. Here, the user holds a pinch ges-
ture of the NDH, and normal pinch gestures of the DH will add to
the multi-selection. These multi-selection techniques are tested in
a serial selection task [3, 77] where users select each object indi-
vidually. This task examines fundamental subselection capabilities,
which are critical for guiding future developments, such as area
selection [30, 57, 81]. Objects were arranged in a 2D grid in space,
reflecting common layouts in current XR UIs. Participants were
tasked with selecting 2, 4, or 6 targets, focusing on our quasi-mode
techniques, which are intended for scenarios involving a few tar-
gets, rather than a large number where persistent modes might be
more effective. Based on the findings, we demonstrate the idea of
using PinchCatcher in two applications: file management, which is
a fundamental task when using the computer, and real-time strategy
(RTS) game for usage in the 3D environment.

The results of the study show the following findings:

• There was no significant difference in task completion time
across the techniques.

• Participants selected more distractors with the FullDH tech-
nique than all other techniques but could correct them before
finalizing the selection, leading to the lowest error rate.

• The SemiSwipe technique resulted in fewer distractor se-
lections than SemiDwell and SemiNDH, and overall fewer
errors than SemiDwell and SemiTilt.

• SemiNDH led to more perceived physical effort than SemiD-
well and FullDH.

• Most participants preferred SemiDwell (9) and SemiSwipe
(8).

In summary, our contributions are as follows: First, we intro-
duce PinchCatcher, an interaction concept for multi-selection in
XR that combines the benefits of a semi-pinch quasi-mode with
rapid eye movement-based input. Second, we propose four distinct
methods for confirming subselections during the semi-pinch state,
each with its strengths and limitations. Third, we present a user
study that provides insights into user performance and experience,
demonstrating the effectiveness of our techniques compared to a
bimanual approach. Fourth, we offer application probes, such as
photo management and RTS gaming, to showcase use cases and
provide guidance for implementing PinchCatcher. Our work pro-
vides valuable insights for future 3D input solutions and highlights
o new opportunities to advance eye- and hand-tracked interaction
in XR.
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2 RELATEDWORK
2.1 Multi-selection Interaction in

Representative Platforms
Multi-selection especially provides convenience for performing the
same task on multiple targets (e.g., dragging, copying, and delet-
ing) [37]. The multi-selection consists of two steps: mode switching
and triggering subselection. Users first switch to multi-selection
mode from single selection mode. Then, they target and confirm
the grouping as they did in a single selection. Additionally, there
are serial and parallel ways of grouping [37, 59]. Serial grouping
is a method that selects target objects individually, while parallel
methods group multiple targets simultaneously. For the serial way,
users individually select the targets with a basic selection input
method such as a mouse click, direct touch, and ray interaction
for grouping [74, 77]. In terms of the parallel way, users utilized
the predefined 3D cones or spotlights shape region [37, 56, 64] or
generate a region by selecting two points with a lasso or a selection
box tool for grouping [57, 77, 81].

In the desktop environment (Figure 2), users perform multi-
selection by combining keyboard and mouse inputs [27, 74]. For
instance, users press the CTRL or SHIFT key on the keyboard to
activate multi-selection as a quasi-mode and group targets with
the mouse or arrow button input. Regarding multi-selection in the
touch screen (Figure 2), users touch one of the components and
dwell on activating the persistent multi-selection mode or enabling
it with the mode switching button UI [5, 10, 44, 52].

Overall, two types of multi-selection activation methods have
been utilized in the previous platforms: a quasi-mode that maintains
the input for the mode switch while grouping, and a persistent
mode that separates the mode switch and grouping process. Users
may lack awareness of the selection status in the persistent mode
state, leading to unintended selection with different modes. To
illustrate, users could attempt to perform a multi-selection but were
inadvertently in a single selection mode. Consequently, they would
have to change the mode and perform the multi-selection from the
beginning. In contrast, since users must maintain their actions in
quasi-mode-based techniques, it could prevent potential errors by
supporting their awareness of the selection status [16].

Similarly, a VR environment with a physical controller uses
both types of methods by using physical button/joystick inputs
or menu UI to change the selection mode [11, 77, 82]. In terms
of direct physical input, Wu et al. explored the performance and
usability of the various multi-selection methods, directly touching
each object with the controller serially or making an arbitrary area
and modifying the size with the controller movement for parallel
selection [77]. The menu UI for enabling multi-selection mode
is utilized in the recent VR and AR applications (i.e., ShapesXR,
Google Blocks) [28, 55]. For instance, in the ShapeXR application,
the user has to press the button on the controller to activate the
pop-up menu and select the multi-selection option with the ray-
casting from the controller. Then they select which multi-selection
technique to use (i.e., serial group selection, lasso area selection)
and begin grouping the targets.

Several studies have proposed techniques that utilized additional
interfaces (i.e., virtual or physical tablets) with the physical con-
troller to assist multi-selection in 3D environments [37, 39]. For

instance, Lucas et al. proposed a method that uses a virtual tablet
that shows a camera view image of a specific point and can draw
an area on the image for multi-selection [37]. There are also tech-
niques based on the metaphor of actions from daily life [21, 34]. Li
et al. proposed a multi-selection technique based on sewing action
with the controller [34]. The user evaluation results showed that
these techniques had improved the performance of multi-selection
in specific contexts (i.e., typing, 3D modeling). However, it requires
multiple button inputs to change the selection mode and enable
the multi-selection technique. This process could slow down the
performance of grouping targets and switching between modes,
which makes it hard for this technique to be used in broader XR
contexts, such as game and remote co-working applications.

2.2 Multi-selection for Hand and Eye
Interaction in XR

Gaze input enables fast, natural target acquisition [7, 25], while
hand gestures are highly suitable for expressive commands [4,
22, 75]. Their multimodal fusion—where the eyes target and the
hands ’click’—has shown great potential across various human-
computer interaction paradigms, including mouse-operated sys-
tems [24, 80], touch devices [44, 66], pen computing [45], and 3D
gesture-controlled desktops [7, 72]. Modern XR Head Mounted Dis-
plays (HMDs) increasingly embed eye tracking sensors which have
numerous applications [50], such as for tasks like one-handed menu
control [48], 3D sketching [70], and hands-free accessibility [60].
A key interaction model, gaze + pinch, follows carefully crafted
design principles that could be utilized in universal XR operating
systems [46, 47], as exemplified by the Vision Pro HMD.

Accordingly, we build upon this interactionmodel by experiment-
ing with multi-selection techniques. Studies have proposed multi-
selection techniques for the hand-based interaction contexts [30, 33,
56, 81], by using both hand pinch gesture [30] or ray from multiple
finger [81] to make an arbitrary area for group selection. Com-
plementary to the work on multi-selection, Surale et al. explored
mode-switching through various gestures such as a fist, palm, pinch-
ing, and pointing in both DH and NDH [67]. They concluded that
the pinch with DH is a viable option for a controller button for
mode-switching, which inspired us to take a deeper look at this ges-
ture. Hu et al. investigated using gaze input for mode-switching on
a pen and tablet device [20]. They found that gaze alone can provide
an efficient mode-switch with low effort, however, a multimodal
variant where the user fixated on a distinct UI element coupled with
a manual trigger led to more robust mode-switches [20]. Inspired by
this, our interaction design considers how gaze and pinch gestures
can be used together for a mode switch to a multi-selection mode.

Multi-selection techniques that combine eye gaze with hand ges-
tures are rarely considered in the literature. For instance, a closely
related work is Shi et al. work on region selection where the user
defines two points that form the diagonal of a region [57], which
in theory can be used for area selection. They evaluated four tech-
niques: Gaze&Finger, Gaze&Pinch, Pinch, and Eyeblink, and found
that both unimodal approaches work best. Our work is complemen-
tary, as we consider a new way of semi-pinch as a mode-switch, to
mode a pinch gesture. This affords flexible gestures without altering
the default operation of pinch-click, drag, and so on, and avoids
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Figure 2: A diagram of a multi-selection process in 2D desktop and touch screen environments.

overlap with the gestures employed for other functions [2, 46]. Fur-
ther, we do not consider eyes-only approaches as a mode-switch,
as the active use of the eyes for UI manipulations alters the natural
division of labor between the eye and hand modalities [46]. As well,
if the interaction relies too much on the gaze, it could cause eye
fatigue and errors [18]. When designing interaction with gaze and
hand, it is essential to design for the natural roles of each modality
and exploit their synergies [29, 80]– which is here, that users natu-
rally focus on the candidates for multi-selection, coupled with an
explicit pre-pinch event.

3 DESIGN OF SERIAL MULTI-SELECTION
TECHNIQUES FOR GAZE + PINCH
INTERACTION

We describe the design of multi-selection techniques for eye-hand
interaction systems that take natural gaze behavior into account
and that are compatible with the intuitive pinch-basedmanipulation
paradigm. Here we first lay out our design rationale for choosing
serial multi-selection and one-handed interaction. We then lay
out our four multi-selection techniques. We also describe a mouse
and keyboard-inspired pinch technique (FullDH) as a baseline for
comparison to the semi-pinch-based techniques.

3.1 Design Considerations
3.1.1 Serial Way of Multi-selection. Among the two ways of multi-
selection (i.e., serial and parallel), the parallel way seems to be faster
since it is capable of grouping multiple targets with one action.
However, previous studies have proposed that the performance and
usability of serial and parallel ways significantly differ depending
on the context [37, 77]. For instance, if a large number of targets are
distributed close to each other, the parallel methods have an advan-
tage over the serial methods. On the other hand, if the number of
targets is small (below 10) and targets are situated near distractors,
the serial methods demonstrate enhanced performance. Both meth-
ods are important for an efficient and comfortable multi-selection
experience, but parallel methods require structured environments
that are less general in the XR context. Thus, we focused the scope
of the current study on the serial grouping methods.

3.1.2 Maintain One-hand Interaction for Gaze + Pinch. In terms
of designing a multi-selection method that could maximize the

advantage of gaze, it is essential to consider the connectivity with
the functions (e.g., selection, dragging, and resizing) that were per-
formed with the Gaze + Pinch previously (cf. ‘Flexible Gesture’ [46]).
For instance, a single pinch gesture with the DH is intuitively as-
signed to a single object selection, and a pinch with both hands for
resizing or rotating a selected object. Adding a new hand gesture
instead of a pinch might require users to learn additional gestures
or actions. In addition, using the other hand limits the freedom of
the hand and the flexibility of other functions after or during multi-
selection. Consider this example: if multiple selections are possible
with a single hand, users can perform other tasks in parallel or tasks
that could support the right-hand multiple selections (e.g., move
objects that occlude target, scroll the list to search for more targets).
Thus, we deliberately constrain our design to a one-handed inter-
action, retaining compatibility with the default interaction model
of pinch-based manipulations.

3.2 Semi-Pinch State for Mode Switching
Method

Based on the design considerations, we propose a mode-switching
method using a semi-pinch gesture. The semi-pinch gesture was
used in a previous study as a preselection state for displaying lens
interface and adopting a control-display gain on hand to enable
precise selection of small objects [83]. Since the PinchLens technique
uses hand gestures for both selection and confirmation, it requires
users to keep attention on tracking the pinch status (i.e., the distance
between index and thumb fingertip) to manipulate the lens interface
while conducting the task, and it is susceptible to the Heisenberg
issues [76]. In contrast, the Gaze + Pinch interaction separates
these roles to "the eyes select, the hands manipulate" [46], where
the attention is not on the hand gesture and it is more robust to
the Heisenberg issues [76]. When using semi-pinch and gaze, it
must be clear to the user how to enter and exit the semi-pinch
status without looking at the physical hand, as the eyes’ attentional
resources are reserved for the targets before finalizing a selection.

As illustrated in Figure 3, we mainly utilized three states of a
pinch: full pinch, semi pinch, and full release pinch. When the full
pinch is triggered, the grouping state ends, and users can start ma-
nipulating the grouped objects. In the semi-pinch state, the mode
was changed to a multi-selection mode, and the full-release pinch
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Figure 3: Illustration of the three hand-pinch states used to
design the multi-selection method. Each state was detected
based on the distance between the index and thumb finger-
tips. The indicator for each state is shown on the index fin-
gertip. (A) Full pinch is detected when both fingertips are
touching, and the indicator is highlighted in green. Users
were able to interact with the selected objects in this state.
(B) Semi-pinch is used to enable multi-selection mode and is
activated when the fingertip distance is between 2 and 7 cm,
as shown in the yellow indicator. (C) Full-release pinch is a
state when the distance is over 10 cm and is indicated in red.
It disables the grouping of all objects.

made all grouped objects to an ungrouped state. We implemented
the hand gesture detection using Meta Hand Pose Detection SDK
and added the detection threshold between the full-release pinch
and semi-pinch status to prevent the false activation of the ungroup-
ing function. The distance between the index and thumb fingertips
was used to implement the threshold, and a different value was
applied for switching from each state to another state [71, 83].
Throughout the test, we selected an affordable distance for each
threshold for the current study. As a result (Figure 3), the transition
from semi-pinch to full-release pinch states was activated when the
fingertip distance reached 10 cm, while a semi-pinch state was acti-
vated when the distance was between 2 to 7 cm. These thresholds
allow users to perform the pinch gestures more clearly.

3.3 Subselection Triggering Methods
Next, we propose four subselection triggering methods. These were
activated only when the DH was in the semi-pinch state. As in
Figure 4, when an object is gazed at, the outline is highlighted in
red (gray in user test) and changed to green (white in user test) if it
is grouped. The green outline was disabled when it was ungrouped,
and ungrouping individual objects proceeded in the same way.

3.3.1 Gaze Dwell. In this method, the gaze cursor had to intersect
with the target collider and maintain the activated status (indicated
in gray outline as in Figure 7 (A)) for 500 ms to group the target [14,
42, 62]. To prevent tracking issues caused by eye-tracking, these
invisible colliders were set to have a three times bigger radius than
the objects in this study [38]. Also, we tested several variations of
gaze duration (250, 500, and 750 ms) and ended up using 500 ms as
the best compromise between speed and error. This technique has
the advantage of not requiring other hand gestures or movements,
which could cause less arm fatigue than other techniques. Although
the dwell method could be faster due to raid gaze input, it could
potentially be even slower because of the high error rate due to the
Midas touch problem reported in the previous studies [23, 42].

3.3.2 Swipe Left. Next, we propose a swipe method that uses hand
movement to confirm grouping. Inspired by the action in smart-
phone lock screen (slide to unlock) [1], the user moves their DH
toward the left in a semi-pinch state. In this technique, an indicator
appears on the right side of the target to show the swipe status,
such that users know how much they have to move to confirm
grouping. As shown in Figure 7 (B), the indicator is designed with
three spheres with the bigger ones located closer to the target. The
indicator color was displayed white when the target object was
in an ungrouped status and gray when it was in a grouped sta-
tus, indicating the objects’ post-activated status. The simple linear
movement could enable fast and intuitive subselection. However,
given the extensive potential range of hand movements, there is a
possibility that they may exceed the intended range of motion.

When using movement-based methods, there was a minor issue
of returning to the original position. Since hands can only move a
certain distance, a return action is needed to enable a large number
of subselections. Thus, we used the left direction of the hand move-
ment and ignored the other side to prevent accidental subselection
and make users’ return action natural. For implementation, the
movement vector of the DH was employed to move the indicator,
which exhibited linear movement in a leftward direction from its
initial position toward the target. The targets’ grouping status was
changed when the indicator touched the targets. On the other hand,
the utilization of both hand movements on both sides (left and right)
may facilitate area selection. This could be achieved by establishing
an initial area position for the left swipe action and an end position
with the right swipe action. However, this is not addressed in the
current paper due to its scope.

3.3.3 Tilt Right. Similar to the swipe method, the tilt method also
uses a hand movement on the semi-pinch hand. Similarly, as we ro-
tate a knob to adjust the option (i.e., volume, channel) of a radio [51],
users can tilt their hand (30°) to the right to confirm grouping. This
technique also provides an indicator for tilt status. The tilt indicator
consists of three spheres on the top of the target and has an addi-
tional sphere on the right side of the target that indicates the end of
the rotation (Figure 7 (B)) as we rotate a knob to adjust the volume
of radio [51]. As the swipe method indicator, the color of the tilt
indicator was set to white if the target object was ungrouped and
gray when it was in grouped status. In addition, only the right ro-
tation vector was utilized, resulting in a solely rightward indicator
movement. To map the hand rotation to the indicator, three times
the acceleration was applied to the indicator rotation relative to
the actual hand rotation. The target grouping was activated when
the top spheres touched the end sphere. Tilt could keep the hand
position more static compared to the swipe movement, but there
could be potential tracking issues since the gap between fingertips
for semi-pinch detection could be occluded during tilting. This false
pinch could cause errors when performing a multi-selection (i.e.,
disable the grouping state by accidental single selection), which
could result in increased completion time and fatigue.

3.3.4 NDH Pinch Clicking. Pinch clicking uses a full pinch gesture
on the NDH to confirm the grouping while maintaining the DH
semi-pinch. In this technique, the user maintains the gesture for
switching modes and gazes at the target, then performs a full pinch
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Figure 4: Illustration of PinchCatcher, serial multi-selection techniques utilizing the semi-pinch gesture for mode switching.
While maintaining the semi-pinch gesture, the user performs a pinch-clicking motion with their non-dominant hand (Se-
miNDH), maintains gaze for 500 ms (SemiDwell), swipes left (SemiSwipe), or tilts right (SemiTilt) to confirm the grouping of
the gazed object. A typical interaction flow involves four steps: (1) maintaining a semi-pinch to retain multi-selection mode, (2)
directing gaze at a target and issuing a new command to sub-select it, (3) repeating step 2 until all targets are grouped, and (4)
concluding with a full-pinch, which can then be used to drag all targets. After the interaction, users can disable the group by
making a full-release pinch.

with the other hand to confirm the grouping of objects. The uti-
lization of both hands with a semi-pinch gesture for operation is
compatible with the default gesture set, as this particular gesture is
not typically employed for other functions. We employ this method
for comparisons with the single-handed mode switching techniques
and with the movement-based subselection triggering techniques
(i.e., swipe and tilt). This could offer advantages in terms of rapid
pinch gestures but may require more attention on tracking both
hand statuses for mode switching.

3.4 Interaction after Grouping
After grouping all targets, users can proceed to the next interaction
bymaking a full pinch as in Figure 5.With the grouped objects, users
can perform the same functions on multiple objects simultaneously,
such as copy and paste, resize, dragging, etc [44, 47]. Once the
interaction has been completed, users could ungroup the targets

by making a full-release pinch or add more targets by making a
semi-pinch gesture again.

4 EVALUATION
We conducted a user study to evaluate the usability and perfor-
mance of each technique using a multi-selection task of targets on
a 2D grid layout in a 3D environment [3, 37, 77]. Since we aimed to
design a serial way of multi-selection, we employed the task that
resembles selecting a UI component (i.e. photo, file), a common
context for grouping under 10 target objects. We measured task
completion time, error rate, and amount of hand movement, and
collected subjective feedback.
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Figure 5: The multi-selection process with PinchCatcher.

4.1 Study Design
4.1.1 FullDH Technique (Baseline). We designed a mode-switching
method using the NDH full-pinch for comparison with the one-
handed semi-pinchmethod. This technique is based on themetaphor
of a 2D desktop environment, pressing the CTRL key and clicking
a mouse button for multi-selection [27, 74]. As in Figure 6, the user
first makes a left-hand full pinch to activate the multi-selection
mode. While maintaining a left-hand pinch, the user gazes at the
target and pinches with their DH for each target serially to make a
group. This technique could be intuitive and familiar to users, but
it is not compatible with the default gesture interaction model [47],
which uses DH pinch for selection. It requires users to switch the
DH and NDH pinch depending on the selection mode.

We have also considered other baselines, such as area selection
or UI buttons that enable multi-selection mode. However, these
techniques were inappropriate because we were aiming for the
serial way of multi-selecting, and buttons are not always accessi-
ble in the XR environment. In addition, hypothetically, we could
have included a controller baseline, but it would have introduced
potential confounds, such as varying tracking quality and haptic
feedback, making the study more about a comparison between
hand tracking vs. controllers. Thus, considering the scope of this
study, we focused on essential factors of gestural design (i.e., uni vs.
bimanual, dwell vs. motion vs. pinch) in the eye and hand-tracked
XR UIs context. Therefore, we chose the FullDH technique as our
baseline as it is similar to holding down the CTRL key in a familiar
desktop environment.

4.1.2 Task Design. We designed a scattered target grouping task,
employed in previous multi-selection studies [3, 37, 77]. The present
study did not employ the task based on Fitts’ law [14, 73], which
is focused on evaluating selection interaction performance. This
is because the objective of the present study is to evaluate the
proposed techniques in a general context of XR applications and
to collect data on overall interaction performance during multi-
selection. However, the Fitts’ law task focuses on the single selection
task and is inappropriate for use in crowded or naturalistic settings.

A total of 40 sphere-shaped objects were arranged in equal in-
tervals (1m) on a rectangular flat grid layout window (Figure 7 (A))
where the objects were randomly placed in each trial. The distance
between the participant and the layout window was 13.5 m. The
width of the window was set to 58.12° , and the height to 25.06°.

The object radius was set to 0.2m each. Participants were asked to
group all targets (blue) while avoiding distractors (white).

There were two independent variables in the current within-
subject study. First, it consisted of five multi-selection techniques:
FullDH, SemiNDH, SemiDwell, SemiSwipe, and SemiTilt. We se-
lected FullDH as a baseline since it is based on the metaphor of a
2D desktop environment using the keyboard and mouse input for
multi-selection, which is familiar to most participants. Second, there
were three variations in the number of targets: 2, 4, and 6, represent-
ing a common range of number of targets for multi-selection [77].
We repeated each combination 15 times, resulting in 225 trials. In
addition, we included two training trials before each block, consist-
ing of 45 trials in which the grouping task was performed using
the specific technique. During the training trial, only 10 spheres
were presented in the layout, and participants could practice the
technique they would use in the following block. The order of the
blocks was counterbalanced using a Balanced Latin square.

4.1.3 Implementation. Themulti-selection techniques and the study
environment were implemented using Unity 3D Engine (2022.3.9f1)
and deployed on a Meta Quest Pro (90 Hz, 111.24° FoV) using its
embedded eye tracker (30 Hz). We used Meta XR-all-in-One SDK’s
support for gaze and hand tracking. Due to the minor gaze tracking
error of the current hardware system [19, 61, 65] and layout of 40
small objects, we modified the radius of the invisible object collider,
which determines whether the user is gazing at an object, as the pre-
vious gaze-based interaction research [38]. We tried to exclude this
error to collect data that focused on the multi-selection interaction.
Accordingly, the collider was set to three times the radius (60 cm) of
the visible object (20 cm). Similar to multi-selection on touchscreen
(i.e., touch dwell before dragging grouped files) [12], we applied
pinch-dwell (250 ms) to prevent errors caused by unintended pinch
detection due to tracking issues or accidents.

4.2 Procedure
The experimenter asked participants to complete the consent and
demographics forms and briefed them about the task and each
multi-selection technique. Then, participants wore the HMD and
performed eye-tracking calibration. Before starting each block,
two training phases were provided to familiarize the participants
with the techniques. Participants spent an average of 24.4 seconds
(SD=1.71) and performed 10.77 (SD=3.73) multi-selection in each
training phase. During the trial, participants were asked to group
all the targets using the assigned technique as fast as possible (Fig-
ure 8). Participants performed and maintained a full pinch for 250
ms after grouping all the targets to complete the trial. After each
trial, an inter-trial interval (ITI) scene showing a cross in the center
instead of object layouts was presented, and participants were asked
to make a full-release pinch gesture (Figure 4) to proceed to the next
trial. After finishing the tasks using each technique, participants
were asked to complete a questionnaire about their experience with
the multi-selection technique and rest until they were ready to
proceed to the next block. After finishing all five blocks, we asked
participants to rank the techniques and conducted a brief interview
on the ranking. The experiment lasted for 50 minutes on average.
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Figure 6: Illustration of FullDH technique process. We included this technique as a baseline, which resembles the mechanism
of 2D desktop multi-selection. The FullDH uses a non-dominant hand (NDH) full pinch to activate a multi-selection state
instead of a semi-pinch. While maintaining the full pinch gesture, users perform pinch-clicking with their dominant hand
(DH) to subselect the gazed object.

(B)(A)

Figure 7: The overall experimental environment and stim-
ulus design. (A) A flat grid layout for object display. A total
of 40 objects were placed on the layout, with an equal in-
terval spacing between objects. If the participants gazed at
the object, the outline was highlighted in gray. If it was in a
grouped state, the object outline was set to white until it was
ungrouped. (B) The indicator design for the SemiTilt (top)
and SemiSwipe (bottom) techniques, respectively.

Figure 8: The illustration of the trial procedure. Inter-trial
interval (ITI) was provided before and after each trial. The
trial started with a release pinch in the ITI state and ended
when participants made a full pinch for 250 ms after group-
ing targets. During the trial, task completion time, accidental
subselection case, and hand movement and rotation were
collected. After each trial, the error rate was measured by
analyzing the grouping result (i.e., the number of targets that
failed to be grouped and distractors in the final group).

4.3 Evaluation Metrics
• Task Completion Time (TCT): The interval between the mo-
ment when the targets appeared to the moment when a full
pinch was performed to end the trial.

• Accidental Subselection Ratio (During Trial): The ratio was cal-
culated as the number of distractors (white spheres) grouped
accidentally during each trial divided by the total number of
subselections performed per trial.

• Error Rate (After Trial): The sum of errors after each trial (the
number of targets that failed to be grouped by participants,
and the number of distractors that were in the final group)
divided by the total number of grouped objects per trial.

• Inverse Efficiency (After Trial): The grouping success rate
was calculated as the percentage of trials with no errors
(distractor included or target missed to group) in the final
group. Inverse efficiency (IE) was calculated by dividing
the TCT by the grouping success rate and it indicates the
combined effects on grouping efficiency [63, 68]. Therefore,
high IE values indicate low grouping efficiency of techniques.

• Hand Movement and Rotation: The hand movement and rota-
tion while performing multi-selection during each trial were
measured. As in previous studies [3, 73], we used the center
of the palm translation and rotation value of each frame.

• Questionnaire: We measured the experience using the Sys-
tem Usability Scale (SUS) [6], NASA Task Load Index (NASA-
TLX) [15], and a single question about satisfaction [79] on a
7-point Likert scale (0 to 6). The SUS is comprised of three
positive and negative statements, with the score for the nega-
tive statement subtracted from six and subsequently summed
with the positive statement scores. The NASA-TLX has six
features including mental, physical, and temporal demand,
as well as perceived performance, effort, and frustration.

• Ranking & Brief Interview: At the end of the study, partic-
ipants were asked to rank the five techniques in a survey.
Open interviews were also conducted regarding the reason
for their ranking and their experience with each technique.

4.4 Participants
We recruited 30 participants (Mean age=25.93, SD=4.63, 15 Male)
from the local university. Among the participants, 29 were right-
handed, 8 wore glasses, 12 wore contact lenses, and 7 had vision
correction surgery. We asked participants about their prior experi-
ence of using VR, controller, hand, and eye interaction on a 6-point
Likert scale (0-5 points). The participants responded to their VR
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experience with an average rating of 2.76 (SD=1.41). For interac-
tion modalities, they rated their experience with VR controllers at
2.83 (SD=1.21), with hands at 2.21 (SD=1.61), and with gaze at 2.07
(SD=1.46). All study protocols and methods were approved by the
university’s Institutional Review Board (IRB), and all participants
were rewarded $10 for participating in the experiment.

5 RESULT
A total of 28385 multi-selections including accidental subselec-
tions were collected and it was analyzed using two-way repeated
measures ANOVA with five multi-selection techniques (FullDH, Se-
miNDH, SemiDwell, SemiSwipe, SemiTilt) and three target numbers
(2, 4, and 6) as within-subject factors with Bonferroni correction.
The Wilcoxon Signed-Rank Tests were used for post-hoc on the
distractor-grouped case and error rate metric, due to violations of
the normality assumption. For the nonparametric questionnaire
data, we used the Friedman test and Wilcoxon signed rank tests
for post-hoc analysis. In terms of TCT, hand movement, and rota-
tion analysis, we excluded trials in which participants accidentally
skipped or failed to complete the task. Given that the variation in
target numbers was even and that the minimum target was two,
we filtered out trials where participants failed to group over 50% of
the total targets, resulting in the exclusion of 30 trials (0.44%).

5.1 Task Completion Time (Figure 9)
As the number of targets increased (𝐹𝑐 (1.747, 50.673)=725.511, p<.001,
𝜂2𝑝 = .962), participants took more time to complete the task
(2 targets (M=4381.942, SD=1293.517) < 4 targets (M=6691.875,
SD=2107.008) < 6 targets (M=9029.705, SD=2359.307)) (t(29)s>19.244,
ps<.001). However, there was no main effect of multi-selection tech-
niques (𝐹𝑐 (2.705, 78.457)=1.028, p=.379, 𝜂2𝑝 = .034) or the interaction
effect (𝐹𝑐 (5.274, 152.945)=.898, p=.488, 𝜂2𝑝 = .030).

We performed the TCT analysis with error-free data by exclud-
ing 445 trials (6.5%). Overall, the test showed similar results, indi-
cating a main effect on target number (𝐹𝑐 (1.662, 48.192)=749.745,
p<.001, 𝜂2𝑝 = .963). As the number of targets increased, partici-
pants spent more time completing the task (2 targets (M=4382.346,
SD=1312.669) < 4 targets (M=6656.641, SD=1989.346) < 6 targets
(M=9044.002, SD=2415.898)) (t(29)s>20.398, ps<.001). There was no
main effect of techniques (𝐹𝑐 (2.754, 79.873)=1.276, p=.288,𝜂2𝑝 = .042)
or interaction effect (𝐹𝑐 (4.794, 139.036)=.846, p=.516, 𝜂2𝑝 = .028).

5.2 Accidental Subselection Ratio–During Trial
(Figure 10 (A))

The repeatedmeasures ANOVA and post-hocWilcoxon signed-rank
tests on multi-selection technique (𝐹𝑐 (3.126, 90.641)=9.550, p<.001,
𝜂2𝑝 = .248) indicated that the FullDH (M=8.650, SD=7.633) tech-
nique induced a significantly higher accidental subselection ratio
than other techniques (Zs>2.746, ps<.006): SemiNDH (M=5.163,
SD=4.984), SemiDwell (M=4.206, SD=5.032), SemiTilt (M=3.380,
SD=3.177), and SemiSwipe (M=2.436, SD=3.786). In addition, the
result showed that the SemiSwipe technique induced significantly
less accidental subselection ratio than SemiDwell (Z=2.067, p=.039)
and SemiNDH (Z=2.552, p=.011). The main effect of target number

Figure 9: The average task completion time (TCT) in each
target number condition and multi-selection technique.
Whereas larger target numbers led to longer TCT, no dif-
ferences were found between the techniques. The error bars
represent 95% confidence intervals.

(𝐹𝑐 (1.740, 50.469)=3.150, p=.058,𝜂2𝑝 = .098) and the interaction effect
(𝐹𝑐 (4.980, 144.427)=.760, p=.580, 𝜂2𝑝 = .026) were not significant.

5.3 Error Rate–After Trial (Figure 10 (B))
For the main effect of the multi-selection technique on error rate
(𝐹𝑐 (2.208, 64.023)=19.177, p<.001, 𝜂2𝑝 = .398), SemiSwipe (M=2.767,
SD=5.928) showed a significantly lower error rate than SemiDwell
(M=8.612, SD=11.483) (Z=4.088, p<.001) and SemiTilt (M=11.648,
SD=15.328) (Z=4.165, p<.001), but a higher error rate than FullDH
(M=1.207, SD=3.599) (Z=2.974, p=.003). Also, it showed that the
SemiDwell and SemiTilt techniques had significantly higher error
rates than FullDH (SemiDwell: Z=4.704, p<.001 / SemiTilt: Z=4.535,
p<.001) and SemiNDH (M=1.854, SD=6.259) (SemiDwell: Z=4.022,
p<.001 / SemiTilt: Z=4.371, p<.001), respectively. There was no main
effect of target number (𝐹𝑐 (1.756, 50.912)=1.710, p=.194, 𝜂2𝑝 = .056)
or interaction effect (𝐹𝑐 (3.211, 93.112)=1.996, p=.116, 𝜂2𝑝 = .064).

5.4 Inverse Efficiency–After Trial (Figure 10 (C))
The IE data showed a significant main effect of the multi-selection
technique (𝐹𝑐 (2.606, 75.570)=4.379, p<.001, 𝜂2𝑝 = .131). The post-
hoc tests showed that the mean IE of the SemiNDH (M=6719.815,
SD=1186.851) was significantly lower than the SemiTilt (M=8994.113,
SD=3095.398) technique, indicating that the SemiNDH has higher
grouping efficiency than SemiTilt. There was no significant differ-
ence in efficiency between the other techniques. There was also a
significant main effect of target number (𝐹𝑐 (1.775, 51.469)=274.505,
p=.009, 𝜂2𝑝 = .904), with the IE increasing as the target num-
ber increased (2 targets (M=4795.791, SD=1630.533) < 4 targets
(M=7556.147, SD=3107.372) < 6 targets (M=10495.514, SD=3784.793)).
Lastly, we found an interaction effect between the technique and tar-
get number factor (𝐹𝑐 (4.916, 142.551)=3.422, p=.006, 𝜂2𝑝 = .106). The
post-hoc tests showed that the benefit in efficiency for semiNDH
over semiTilt was significant starting from grouping 4 target ob-
jects (Δ=2243.428, t(29)=3.408, p=.002) and the size of the benefit
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Figure 10: (A) Accidental Subselection Ratio: how often distractors were accidentally subselected out of all subselections during
a trial. FullDH showed significantly higher accidental subselection than other techniques. (B) Error Rate: total errors including
ungrouped targets and mis-grouped distractors, divided by the total number of grouped objects per trial. SemiDwell and
SemiSwipe showed significantly higher error rates than other techniques, but not between them. (C) Inverse Efficiency (IE): task
completion time divided by the percentage of error-free trials, with a lower IE indicating better grouping efficiency. SemiNDH
was significantly more efficient than SemiTilt. Error bars represent the 95% confidence intervals.

became even greater when grouping 6 target objects (Δ=3583.793,
t(29)=4.686, p<.001).

5.5 Hand Movement (Figure 11 (A))
There was a main effect of the multi-selection technique (𝐹𝑐 (1.339,
38.827)=128.688, p<.001, 𝜂2𝑝 = .816) showing that the hand move-
ment of each technique was significantly different from each other
(t(29)s>5.542, ps<.001), except between SemiNDH and SemiDwell
(t(29)=.677, p=.504). This result indicates that participants had to
move their handmost in the SemiSwipe technique (M=1.470, SD=.864),
followed by SemiTilt (M=.907, SD=.443) and FullDH (M=.275, SD=.158).
Participants moved their hands least when using the SemiNDH
(M=.152, SD=.085) and SemiDwell (M=.143, SD=.059) techniques. In
addition, there was also a significant main effect of target num-
ber (𝐹𝑐 (1.268, 36.780)=261.889, p<.001, 𝜂2𝑝 = .900). Participants
moved their hands more as the target number increased (2 tar-
gets (M=.354, SD=.333) < 4 targets (M=.593, SD=.628) < 6 targets
(M=.822, SD=.892)) (t(29)s>14.034, ps<.001). In addition, there was
also an interaction effect between the multi-selection technique and
target number (𝐹𝑐 (2.060, 59.745)=99.846, p<.001, 𝜂2𝑝 = .775). The
post-hoc results demonstrated that all techniques exhibited signifi-
cant differences in all target number cases (t(29)s>4.237, ps<.001),
except for the comparison between SemiNDH and SemiDwell in
all target number cases (t(29)s<.938, ps>.356). These results suggest
that all techniques demanded significantly more hand movement
as the target number increased. However, the SemiSwipe, SemiTilt,
and FullDH techniques exhibited markedly more extreme increases
as the target number increased than the other techniques.

5.6 Hand Rotation (Figure 11 (B))
We found a main effect of the technique (𝐹𝑐 (1.352, 39.199)=155.639,
p<.001, 𝜂2𝑝 = .843) indicating that the amount of hand rotation per-
formed during the trial was significantly different from each other
(t(29)s>7.833, ps<.001), except between SemiNDH and SemiDwell

(t(29)=1.652, p=.109). The SemiTilt technique (M=687.451, SD=389.389)
made participants rotate their hands most, and then SemiSwipe
(M=219.246, SD=144.122) and FullDH (M=63.040, SD=31.155) fol-
lowed. In the SemiNDH (M=26.903, SD=16.990) and SemiDwell
(M=23.167, SD=10.555) technique conditions, the participants demon-
strated the lowest level of hand rotation. There was also a main ef-
fect of target number (𝐹𝑐 (1.404, 40.714)=211.932, p<.001, 𝜂2𝑝 = .880)
indicating that participants rotated their hands more as the tar-
get number increased (2 targets (M=155.715, SD=145.56) < 4 tar-
gets (M=208.130, SD=301.49) < 6 targets (M=288.039, SD=410.79))
(t(29)s>11.225, ps<.001). Therewas also an interaction effect (𝐹𝑐 (1.870,
54.234)=113.369, p<.001, 𝜂2𝑝 = .796) between the multi-selection
technique and the number of targets. It indicated that participants
rotated their hands more as the target number increased using the
SemiTilt, SemiSwipe, and FullDH techniques (t(29)s>6.743, ps<.001).
However, there was no significant difference in hand rotation when
using the SemiDwell (Δ=2.83, t(29)=1.985, p=.057) and SemiNDH
(Δ=.329, t(29)=.312, p=.758) techniques between 4 and 6 targets.
SemiDwell only showed a significant difference between 2 and 6
targets (Δ=4.184, t(29)=3.718, p<.001), and SemiNDH showed a sig-
nificant difference between 2 and 4 targets (Δ=3.721, t(29)=3.553,
p<.001) and 2 and 6 targets (Δ=4.050, t(29)=3.689, p<.001).

5.7 Questionnaire (Figure 12 (A))
There was a main effect of the multi-selection technique only on
physical demand (𝜒2 (4)=15.909, p=.003) and performance (𝜒2 (4)=20.358,
p<.001) for NASA-TLX. The post-hoc result showed that SemiNDH
required more physical demand than SemiDwell (Z=3.666, p<.001)
and FullDH (Z=2.376, p=.017). Also, the score of SemiTilt was higher
than SemiDwell (Z=2.902, p=.004) for physical demand. In terms of
perceived performance, both FullDH and SemiNDH demonstrated
a higher score than SemiTilt (FullDH: Z=2.757, p=.006 / SemiNDH:
Z=2.421, p=.015) and SemiDwell (FullDH: Z=3.111, p=.002 / Se-
miNDH: Z=1.975, p=.048), respectively. Also, SemiSwipe showed
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Figure 11: Average (A) hand movement and (B) hand rotation
during the trial in each multi-selection technique. All differ-
ences between multi-selection techniques were significant
except between SemiNDH and SemiDwell in both features,
showing they resulted in the least physical handmotion. The
error bars represent 95% confidence intervals.

better performance than SemiTilt (Z=2.445, p=.014). Moreover, the
perceived usability (SUS) scores of all five techniques averaged over
4.05 points, which is the SUS criterion for minimum usability [54].

5.8 Ranking & Qualitative Feedback
Participants responded that they liked the SemiDwell (9) and SemiSwipe
(8) techniques the most. However, SemiDwell was also rated as the
least preferred technique (10), indicating extreme individual differ-
ences in preference. Additionally, 11 participants rated FullDH in
second place, while SemiNDH was ranked in fourth place by 11
participants. This shows that most participants also preferred the
FullDH but not the SemiNDH technique (Figure 12 (B)) The detailed
rationale for each ranking can be found in the following.

5.8.1 FullDH. Themajority of participants indicated that the FullDH
technique was intuitive and familiar (P7, P19, P20) and fast (P6, P21).
P24 mentioned that the sensation of the finger touch when pinch-
ing for subselection provided haptic feedback. However, they also
indicated that maintaining both hands within the tracking space
resulted in greater fatigue than the one-handed multi-selection
technique (P3, P13, P22, P29), and it was confusing to keep tracking
the states of both hands (P1, P2, P5, P13). Some participants men-
tioned that since two different functions (group confirm, trial end)
were assigned on the right-hand pinch, it occasionally led to errors
(P11, P30) due to confusion.

5.8.2 SemiNDH. Similar to the FullDH technique, most partici-
pants mentioned that the SemiNDH was straightforward (P11, P13,
P21) but also caused arm fatigue due to using both hands (P5, P16).
Some participants indicated that maintaining the right-hand semi-
pinch state required more attention than maintaining the left-hand
full pinch in the FullDH technique (P6, P23). Additionally, several
participants reported that pinch-clicking with the NDH felt awk-
ward (P15, P24). For instance, P15 mentioned, "I am right-handed,
so it felt awkward to pinch with my left hand. I prioritized pinching
with my right hand a little higher." In addition, P2 also stated, "It
was confusing because I was using my left hand for subselection

and then suddenly tried to finish it with my right hand. It felt like I
was going back and forth between the two hands."

5.8.3 SemiDwell. Participants who preferred the SemiDwell tech-
nique mentioned that the absence of hand movement for subselec-
tion and one-handed interaction made them physically comfort-
able (P5, P7, P10, P12, P17). Nevertheless, some have commented
that they experienced a lack of stability due to the objects being
frequently grouped unintentionally (P5, P8, P9, P11, P27) and ex-
perienced significant eye fatigue from repeated usage (P20, P22).
Similarly, P4 expressed frustration when attempting to accelerate
grouping, given the fixed dwell time of 500 ms.

5.8.4 SemiSwipe. Participants indicated that one-handed inter-
action increased their comfort level (P2, P6, P8, P16). Moreover,
participants indicated that SemiSwipe was the most comfortable
and stable of the one-handed techniques (P6, P23, P27, P28, P29).
They mentioned that SemiSwipe was more stable and faster for
multi-selection due to its gaze independence (P2, P10, P16, P28).
However, participants indicated they needed time to familiarize
themselves with the technique (P24, P25). In addition, they men-
tioned the need to consider the range of action and how the hand
returns (P5, P11). They also reported experiencing physical fatigue
due to the additional action required compared to other techniques.

5.8.5 SemiTilt. Regarding the SemiTilt technique, participants
mentioned they could group faster using a simple one-handed
movement (P2, P22, P27). However, similar to the SemiSwipe tech-
nique, participants also commented on physical fatigue, with more
tension required on the wrist and shoulder in the SemiTilt tech-
nique (P5, P6, P14, P17, P19, P23). They also considered the action
of returning to the initial hand position ambiguous (P11, P13), and
SemiTilt more sensitive to hand movement (P9, P25, P28, P30).

6 DISCUSSION
6.1 Semi-pinch based One-handed

Multi-selection Interaction
Regarding the FullDH technique, the keyboard-mouse metaphor
would have been beneficial because of the familiarity with the habit
and motor concept of using gaze along with DH. We found this
aspect from the interview and questionnaire results. In contrast,
the pinch-clicking action with the NDH in the SemiNDH tech-
nique made participants feel more confused and awkward. This
finding aligns with the bimanual interaction principles proposed by
Guiard [13] that guide the utilization of NDH for coarse, irregular
action and DH for detailed and frequent action to activate the des-
ignated function. Thus, participants found the FullDH technique,
which assigned mode switching to NDH pinch and rapid pinch-
clicking for subselection to DH, more familiar and straightforward
than the SemiNDH technique.

However, there were limitations regarding the coupling between
gaze and pinch gestures. For instance, the familiar and fast mecha-
nism tended to induce more accidental subselection during group-
ing, and participants had to keep track of both hand states while
performing multi-selection. These limitations caused too many
errors during the trial, which had to be corrected afterward. Even-
tually, the bimanual techniques could perform fast subselection but
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Figure 12: The result of quantitative measures on the experience of using each multi-selection technique. (A) The average score
of each factor in the questionnaire (i.e., SUS, NASA-TLX, Satisfaction) on a 7-point Likert scale (0-6). The statistical results
indicate that there was a significant main effect of the multi-selection technique on physical demand and performance factors.
Also, all techniques have received an average SUS score over 4.05, which is the criterion for minimum usability [54]. The error
bars represent the 95% confidence intervals. (B) The result of the participants’ ranking of each technique.

resulted in TCT similar to that of other one-handed techniques. Still,
as the previous work of bimanual interaction indicates that the per-
formance could differ depending on the tasks [17, 38], the FullDH
technique could be affordable outside of contexts that require quick
and accurate subselection.

Overall, the semi-pinch-based one-handed techniques showed
better performance in error during subselection and user evaluation,
especially when a swipe was used for subselection. Participants
preferred the one-handed technique since it required less atten-
tion on the hand gesture status and enabled them to focus solely
on the grouping task. Also, the semi-pinch provided an intuitive
and straightforward interaction process for participants, such that
they could adapt quickly. However, there are also limitations in
semi-pinch-based techniques, such as the varying performance
depending on the subselection triggering method.

With the one-handed technique, users can perform other tasks
(e.g., moving objects before sub-selecting for alignment, resolving
occlusion, scrolling down lists) that could support multi-selection,
whereas the bimanual technique requires all resources for one task.
For instance, users can remove an occluding object with their NDH
and then perform multi-selection with their DH. Therefore, the
one-handed multi-selection technique has the potential to enhance
compatibility with other pinch-based interactions, not only interac-
tion after grouping but also throughout the multi-selection process.

6.2 Hand Movement for Triggering Subselection
Compared to the pinch clicking and dwell method for subselec-
tion, we found that the method with hand swiping outperformed
other methods in terms of error and usability. Participants also
mentioned that gaze dwell was comfortable since it required no
extra hand movement. However, the error metric results indicated
that the Midas touch problem limited the gaze-dependent technique
(SemiDwell). Thus, to adopt the dwell-based technique in the appli-
cation, appropriate dwell time lengths need to be adjusted for each
user with the value that they can tolerate and handle the errors.

Pinch-clicking-basedmethods (i.e., FullDH and SemiNDH) caused
high errors due to gaze-independent aspects (i.e., no visual in-
dicators and sudden/rapid subselection); in contrast to the hand
movement-based techniques, the visual features, such as an indica-
tor of gaze and hand status, are less involved in the subselection
process. The pinch action could be sudden and fast, making it dif-
ficult for users to track their selection status while sub-selecting.
As a result, users could occasionally make the pinch gesture before
their gaze touches the object they want to sub-select and make
an early trigger error [32]. Users could redo the selection if they
selected the wrong object in a single selection task, but it could
be problematic in a multiple selection task that requires users to
correct their mistakes additionally.

The current study utilized micro-gestures such as hand swipe
and tilt for the subselection method. However, the compatibility of
the micro-gesture with gaze must be considered when designing
a subselection triggering method [46]. We found that the visual
indicator plays an important role in enhancing this compatibility.
For instance, the swipemethod showed an overall low error rate and
comparable performance to the pinch clicking-based techniques
in the NASA-TLX outcome. The linear swipe and 1:1 indicator
to hand movements were intuitive and worked positively for the
participants. Thus, the results of this study indicated that SemiSwipe
is the most appropriate technique for multi-selection in an eye-hand
interaction context among the designed techniques.

On the contrary, participants did not prefer the SemiTilt tech-
nique in this study, not only because it caused more arm fatigue
but also because of the high sensitivity of indicator movement
to hand movement. We tried to prevent potential tracking issues,
such as false pinch detection when rotating DH, by employing the
threshold of 30° instead of 90°. Still, several participants experienced
tracking errors during the trial and felt it was too sensitive. This
could depend on the participants’ pinch style (i.e., preferred pinch
gesture direction) and hand size. The incorporation of sophisti-
cated hand-tracking capabilities for micro-gestures [31, 41] and
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individual hand calibration for personalized semi-pinch detection
threshold [83], have the potential to enhance the precision and
usability of SemiTilt.

7 APPLICATIONS
Based on the study results, we illustrate two scenarios in which
multi-selection could be generally used in XR applications: File man-
agement and RTS Game. By presenting the application scenarios,
we aim to provide direct insight and design guidelines for adopt-
ing multi-selection functions. All five techniques are presented in
each application scenario with the same interaction process as the
user test. However, we applied additional visual representation for
grouping status by adding an individual line connecting grouped
objects to the right-hand fingertip for clearer indication.

7.1 2D Environment Context: File Management
First, we present the file management application, which represents
a fundamental task in the 2D environment for various domains (i.e.,
programming, design, office work) [10, 27, 37]. Since file manage-
ment mostly consists of sub-tasks such as dragging files to other
folders or applying specific operations (i.e., deleting, duplicating,
copying, compressing) on multiple files, a multi-selection function
would be more useful. Furthermore, providing an efficient method
formanagingmultiple objects in XR becomesmore crucial, as recent
XR is capable of presenting multiple windows at once [9, 35].

As in Figure 13, we implemented a photo management applica-
tion with sharing, moving, deleting, and copying functions. Users
can select a photo that they want to manage by gazing at it and mak-
ing a semi-pinch to select multiple photos using the PinchCatcher
techniques. After selecting the photos, users can share them with
other people by dragging them to the target avatar. They can also
move the photos to other folder windows in the same way. Next,
when users hold a full pinch with the photos selected for 2s, the
button interface for the delete and copy option is displayed. Then
they can select the deleting and copying function by gazing at the
button and releasing a pinch to activate the function.

7.2 3D Environment Context: RTS Game
The XR environment consists of more complex features and con-
texts than the 2D environment, which makes it difficult to respond
to the previous multi-selection techniques that require multiple
steps for mode switching. However, we have found that our multi-
selection design allows for rapid grouping and intuitive mode
switching based on user test results. As a result, our techniques are
adaptable and responsive to more complex and dynamically chang-
ing situations. Additionally, the multi-selection function is capable
of maintaining alignment between objects during dragging [37, 58].
This is an advantage in contexts where the 3D models need to be
moved in formation, such as furniture placement or real-time strat-
egy (RTS) gaming. Therefore, we present RTS gaming as an example
of a 3D environment context that could represent both complex
context response and alignment features of multi-selection.

As in Figure 14, we implemented an RTS game in which players
have to protect their planets from the invasion of enemy fighters. As
in the file management application, the players can select the fight-
ers by gaze and pinch interaction, and perform multi-select with

the designed techniques. When the fighter is placed close enough to
the enemy, it begins to engage. With the proposed multi-selection
technique, players could quickly and appropriately distribute their
fighters based on their strategy and also maintain the alignment to
attack the enemy in a more efficient formation.

8 LIMITATIONS & FUTUREWORK
The techniques featured in the current study were all designed
to perform serial multi-selection tasks, without covering parallel
techniques for scenarios such as selecting a large number of targets
that are densely arranged [56, 77]. While we believe that semi-
pinch-based gaze selection techniques are most suitable for serial
multi-selection tasks that cover the most common scenarios in
XR, we concur that parallel multi-selection techniques also need
to be investigated in the future. One potential parallel technique
based on our proposed methods is using a swipe movement while
maintaining a semi-pinch. This technique could allow the user to
define two points by swiping left and right, respectively, in the 3D
space for area selection.

Since we focused on the Gaze + Pinch interaction context, we
compared hand-related features (i.e., unimanual vs. bimanual and
dwell vs. motion vs. pinch) within the interaction. However, com-
parison with other input modalities, such as ray-casting with a
controller, could provide additional insights into usability. In addi-
tion, the efficiency of each confirmation method could be explored
more in the Fitts’ law-based task. These were not explored in this
study, but these features could strengthen the insight for multi-
selection interaction in XR and should be explored in the future.

There were also some restrictions in the implementation vari-
ables, such as the collider size for target selection and the threshold
distance for pinch state. For the proposed techniques to be uni-
versally applicable, it would be essential for these values to be
adjustable depending on the context and individual characteristics.
Personalization approaches based on the hand size or exploring the
usage of left-handed users could help reduce the cognitive load of
using semi-pinch gestures.

The current study presents the objects on a 2D flat layout with
different colors that differentiate between targets and distractors.
However, in most actual applications, targets are not highlighted,
necessitating users to search and classify the objects before group-
ing them. For example, when users want to remove files from the
list, they must consider the file features (e.g., name, size, date, etc.)
to select the files that need to be removed. Also, there are diverse
features in the XR environment, such as depth and dynamic targets,
that could affect the performance. In these contexts, gaze-dependent
techniques such as SemiDwell may result in more errors due to
the Midas Touch problem [23, 42]. Consequently, further study is
required to explore multi-selection techniques in broader contexts
that consider 3D features to suggest appropriate techniques for
future XR applications.

Although the SemiSwipe technique was preferred and showed
better performance than other techniques, participants tended to
swipe more than the activation threshold. The SemiTilt also had a
similar but more critical issue, resulting in poor performance and
evaluation. These limitations could be improved with the advanced
algorithm or additional tracking sensors. As our study demonstrated
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Figure 13: The file management application: (A) Users can group multiple photos with the PinchCatcher techniques. (B) Drag
and relocate photos to other windows/folders. (C) Share photos with other users. (D) Selecting an option for copying or deleting
the grouped photos with gaze and full-release pinch. After the function was activated, the grouped photos were deleted.

Figure 14: The RTS game application: (A) Grouping fighters by using the SemiSwipe technique, (B) Dragging multiple fighters
to appropriate locations based on their strategy, (C) Start combat with the enemy fighters.

that visual feedback is a key factor in the compatibility of hand
movement with gaze, it may also have the potential to improve
these limitations. Therefore, future research could explore various
forms of indicators and feedback that could indicate the subselection
status and prevent excessive movement. For instance, auditory or
tactile feedback could be used with visual feedback to enhance the
awareness of users in tracking the subselection status [26].

9 CONCLUSION
This paper proposes the PinchCatcher, techniques formulti-selection
function for eye-hand interaction in the XR environment. We de-
signed one-handed multi-selection techniques using a semi-pinch
hand gesture for mode switching while using microgestures for
subselection (i.e., SemiSwipe, SemiTilt). In the user study, we com-
pared these techniques with the bimanual dominant-hand full pinch
method (i.e., FullDH) and non-movement-based subselection trig-
geringmethods (i.e., SemiNDH, SemiDwell). As a result, one-handed
interaction with semi-pinch mode switching and swipe hand move-
ment for subselection (SemiSwipe) showed the least errors, received
higher scores on the evaluation, and was most preferred by the

participants. Based on these findings, we presented application sce-
narios where our techniques could improve the user experience of
multi-selection tasks in XR environments.
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