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Figure 1: Overview of three manipulation techniques in virtual reality utilizing pen and gaze input: (1) DirectPen, (2) Gaze +

Pen, and (3) GazeSnap.

ABSTRACT

Eye-tracking offers new ways to augment our interaction possi-
bilities in extended reality. This paper investigates how gaze can
assist pen users in translating shape points within graphical mod-
els. By leveraging gaze, we can support the usual design activi-
ties with an option where objects can be selected and repositioned
through eye movements, with the pen serving as a confirmation
tool. This can reduce manual effort and enhance efficiency and
ergonomics. To evaluate its effectiveness, we compare four interac-
tion techniques: two pen-based baselines (direct and ray-based) and
two gaze-supported methods (gaze for selection and/or object drag-
ging), using a probability based selection scheme. In a user study,
16 participants carried out a shape point translation task and their
performance, effort, and user experience were measured. The re-
sults highlight the performance trade-offs of each technique—while
the gaze-based dragging method introduced marginally more er-
rors, it significantly reduced task time. Our findings offer compara-
tive insights into the strength and limitations of gaze-and pen-based
interaction methods, supporting the design of future multimodal 3D
design tools.
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1 INTRODUCTION

In Extended Reality (XR) environments, 3D design and modelling
tools (e.g., Gravity Sketch, Tilt Brush, ShapesXR) support people
by enhancing creativity, spatial awareness, and prototyping. One
of the most suitable input devices in this domain is the stylus.
Users can intuitively perform a range of design tasks from writing,
drawing strokes, and creating shapes, up to large-scale architectural
modelling of complex systems. We explore how interactions with
the stylus can be advanced through multimodal gaze input.

Gaze interaction is established for XR headsets (e.g., based on
the AndroidXR, Apple Vision Pro, or Meta Quest Pro), often com-
bined with pinch gestures to interact with distant objects ("Gaze +
Pinch” [29, 33, 42]). A key concept underpinning this interaction
model is the duality of direct and indirect input modes in the XR
Ul—users can either perform direct gestures within reachable space
or employ Gaze + Pinch otherwise. Similarly, pens could be aug-
mented with multimodal gaze input capabilities to support design
tasks [30]. However, given the multifaceted nature of 3D design
work, it is unclear how gaze might effectively support such tasks,
thus highlighting the need for more research grounded in design-
specific use cases [40].

As a first step, we focus on a particular, but common task in
working with graphical shapes: shape point translation. Shapes are
composed of nodes and edges that form a relational graph, which
users manipulate by selecting and translating nodes to reshape the
object [22]. By default, the pen naturally serves as a direct mani-
plation tool, for instance for creating new nodes, editing them, and
establish lines between nodes. Typically, shape point translation is
done by absolute pointing at a node [35] or grabbing it directly with
the pen and moving it to a new location in space. However, when
working with large shapes that extend beyond arm’s reach — or in



tasks that require frequent, repetitive node selections — this process
can become physically tiring. In these scenarios, it can be helpful
to use gaze alongside the pen to perform the tasks more efficiently.

In this paper, we investigate how gaze-based interactions can
complement the pen in shape point translation for 3D design tasks.
Specifically, we investigate the following gaze-based interaction
techniques. The first, Gaze + Pen, uses gaze for selecting a tar-
get node, while manipulation is performed with the pen (Figure 1-
left). This follows the widely used Gaze + Pinch model [33, 42, 29],
adapted here for pen input. We compare this multimodal technique
to two common baselines: direct pen input, where users physically
reach each node, and pen-based raypointing, where a ray projects
from the pen tip to select nodes at a distance.

In addition, we investigate GazeSnap, a novel technique that in-
volves gaze input more extensively than Gaze + Pen throughout the
interaction (Figure 1-right). While it builds on prior work by Wag-
ner et al. on 3D object movement [41], our focus shifts to shape
point translation, where users interact with predefined nodes on ex-
isting objects rather than positioning entire objects in space. As
this task emphasizes discrete point selection rather than continuous
3D targeting, it aligns well with object-based interaction models
[18, 17]. Prior gaze interaction research has shown that snapping
mechanisms — where gaze input is anchored to nearby selectable
elements — can improve both accuracy and usability by better re-
flecting how we naturally attend to objects and by reducing the ef-
fects of jittery gaze movements [33]. For these reasons, we explore
how gaze-based snapping compares to other techniques in support-
ing precise and repetitive shape editing tasks.

We present a user study that compares the four interaction tech-
niques for shape point translation in 3D design. We designed a
node-connection task, where the user first selects an origin node
and then moves this to a destination point. The techniques for com-
parison include (1) DirectPen, (2) Pen-ray, (3) Gaze + Pen, and (4)
GazeSnap. The integration of GazeSnap into a node-based trans-
lation task introduces new trade-offs worth comparing. To isolate
input-related effects, we structured the study around a single-point
translation task, evaluating user performance and usability of the
techniques across 2 target sizes and 3 reachable distances. While
the advantages of gaze include interaction over distance, we were
also interested in how it compares to DirectPen input, and thus a
consistent set of targets within arms reach was used. While sit-
uated within the broader domain of 3D shape editing, our study
specifically focuses on a single-point translation task. This con-
trolled scope provides a foundation for future studies that address
more complex shape manipulation operations such as inserting or
removing nodes or modifying edge types.

Our Research Questions are (RQ1): What is the effect of inte-
grating gaze in a pen-based shape point translation task? Secondly,
(RQ2): What is the effect of snapping vs. a typical model of “gaze
selects, hands manipulate”? .

Our findings highlight distinct performance trade-offs across
techniques. GazeSnap reduced task time, with users completing
the task in 2.5 seconds on average, compared to 3.41 to 3.64 sec-
onds for the baseline techniques. In contrast to prior work [41, 28],
this firstly shows a substantial temporal improvement result for eye-
hand techniques of about 30% in a manipulation task. As expected,
it also led to the lowest perceived physical effort and task load. The
performance advantages traded with a minor effect on error rate of
2.6 %, whereas other techniques ranged from 0.5 to 1.2 %. The
lower physical load was traded with an increase in eye fatigue, too,
supporting earlier results [34]. In contrast, DirectPen input was
slower and more physically demanding, but yielded lower error
rates. These findings highlight that while GazeSnap offers strong
effects for increased speed and reduced effort, it introduces new
challenges around precision and sustained visual strain — impor-
tant considerations for integrating gaze into 3D design workflows.

2 RELATED WORK

We summarise previous work on multimodal pen input, pen input
in XR environments, and the combined use of pen and gaze that
inspired the design and evaluation of our proposed techniques.

2.1 Multimodal Pen Input

Using the pen in a multimodal fusion has been extensively explored.
For instance, prior work has combined pen input with gestures or
touch, inspired by real-world manual behavior. Wu et al. [45]
showed that multi-hand gestures enhance pen input expressiveness.
Hinckley et al. [19] introduced the “pen writes, touch manipulates”
principle, using the Non-Dominant Hand (NDH) to support pen
use. Yee et al. [46] proposed asymmetric pen-touch input for a
more natural experience. Brandl et al. [9] demonstrated that com-
bined input improves speed and accuracy, and introduced NDH-
based mode-switching for sketching.

Previous work also explored rendering the pen more expres-
sive for 2D and 3D spaces. For instance, “Drag-and-Pop” enables
cross-screen dragging of virtual elements using a physical pen de-
vice, while “Drag-and-Pick” further facilitates this action by ac-
tively bringing all target icons close to the pen-point for dropping
[37, 7]. Most designs of multitouch-pen input were inspired by
bi-manual input techniques, such as symmetric two-handed spline
manipulation using two mice [26], and throw-and-catch of virtual
objects through markerless hand tracking [43]. “Bi-3D” demon-
strated bi-manual pen and touch interaction for 3D manipulation on
2D tablets, with the NDH managing RST (Rotate, Scale, Translate)
manipulation of the target object, while the pen performed precise
selection and manipulation of control points to a 3D structure [32].
The combination of multitouch and pen has been found to support
similar interactions that involve the selection, manipulation, and
connection of nodes, which form the backbone of most pen-based
interaction with digital interfaces other than drawing [23]. In this
work, we investigate multimodal pen input in XR for a similar task
of control point manipulation and connection [32, 23], while fea-
turing gaze-based interactions inspired by previous research, which
proactively connects the dragged object and its destination target
for drag and drop tasks [7, 12, 43].

2.2 Pen Interfaces in XR

Whereas previous work explored mid-air pen input with early desk-
top Virtual Reality (VR) systems [13], the large virtual spaces af-
forded by modern XR systems still challenge effective uses of mid-
air pen input due to fatigue and limited accuracy [24, 38]. Early
work aimed to address this issue by using a physical 2D surface,
typically a tablet device. For example, Arora et al. proposed a
number of such applications and found that pen input performance
significantly improves with a physical drawing surface [2] that can
support free-form mid-air pen sketching in XR [1]. Other works
explored incorporating multitouch gestures on tablets, to further fa-
cilitate pen input in XR [15]. For instance, VRSketchln investi-
gated a design space of pen and tablet interaction for 3D sketching
in VR that combines unconstrained 3D mid-air with constrained 2D
surface-based sketching [14].

Previous explorations have shown that even without a physical
surface, pen input in 3D XR environments could improve pointing
performance. Though pens can mimic VR controllers for point-
ing [5, 35], natural pen use is typically studied in design contexts,
where interaction demands differ from general UI control. Zou et
al. investigated the effect of interface types on drawing accuracy
and user comfort in XR, and found that the majority of users pre-
ferred holding a tool for drawing, simulating the pen-drawing ex-
perience in physical environments [49]. In a different study, they
found that the asymmetric stylus and gesture inputs, using the NDH
with the DH, exhibit favourable usability and facilitate fast and
accurate VR sketching [50]. The familiarity of holding a pen in



physical environments may be transferred to XR through the pen-
gripping posture that facilitates precision. In an evaluation of pen
grip gestures for VR input, Li et al. found that a “tripod” grip (how
most people grip pens) at the rear end of the pen outperforms tradi-
tional wrist-based input both for direct input using the pen tip and
for indirect input using a pen-ray [27]. Similarly, Batmaz et al.
found that the “precision grip” (equivalent to tripod grip) signifi-
cantly improved the accuracy of user performance in VR [6]. Chen
et al. found that, compared to using bare hands, VR controllers and
pens yield significantly higher precision and user performance in a
3D target tracing task. They suggest that, while a VR pen can bene-
fit precise 3D drawing, coarse—grained tasks (e.g., target selections)
can be allocated to hand or another pointing modality, because us-
ing the pen may induce higher fatigue [10]. In our present work,
we explore different combinations of gaze pointing and pen input
that benefit from the distance-reaching capabilities of gaze input to
complement the precise pen input.

2.3 Combining Pen and Gaze for Input

Gaze is an important input modality that has been explored to com-
plement pen input since the early tablet-based works. For instance,
Pfeuffer et al. proposed Gaze-Shifting that enabled direct-indirect
input with pen and touch that is modulated by gaze pointing at dif-
ferent regions on the touchscreen for a shape editing task [30]. They
later studied pen + gaze techniques for a compound pan, zoom,
and ink task, finding that it leads to comparable performance as us-
ing default pen + touch inputs [31]. Gaze + Pinch was proposed
in a later work following a similar direct-indirect gaze modulation
approach for using pinch gestures to select and manipulate virtual
objects in a 3D XR environment, which has since evolved into a
standard approach for 3D interaction in XR! [33]. Similar to ear-
lier work on gaze and pen [30, 31], Gaze + Pinch benefits from the
capability of gaze to quickly access targets across large distances.

While previous research has explored the distance-crossing ben-
efit with pen input for drag-and-drop across physical displays
[37, 71, similar use of gaze pointing for drag-and-drop remains less
explored. An early work, Eyedraw, explored using gaze for draw-
ing pictures and suggested that gaze drawing can be used for coarse
drag-selection tasks on traditional 2D Uls [20]. Inspired by Magic
pointing [47], MaRginalia enabled an XR note-taking application
in which gaze and pen collaboratively manipulate a cursor across
multiple virtual windows [36]. A recent study [41] that directly
explored and evaluated the use of gaze for drag-and-drop opera-
tions found that Look&Drop, a division of labour between gaze and
hand each controlling different degrees-of-freedom (DOF) of target
movement, yielded lower physical effort and greater user prefer-
ence than direct gestures [41]. However, the study did not yield
benefits in overall task time. Specifically, gaze led to decreased ob-
ject selection, but increased object dragging time. Similarly, Lyst-
baek et al.’s work on Hands On, Hands Off [28] showed no clear
performance advantage over direct inputs.

In the present work, we investigate how a “gaze-drags, pen con-
firms” technique, with the difference that our point of departure
is the pen in the user’s hand, which has different affordances than
hand gestures. Further, we include a gaze+pen technique that uses
target-snapping, a method that has been shown highly useful in ob-
ject based interfaces [17, 18], including gaze and pinch input [33].

3 SUPPORTING GAZE-BASED PEN INTERACTION

In this paper, we compare the pen-based ray technique and gaze-
based pen techniques for mid-air interactions with a reference
method for object selection and target placement of varying sizes
and distances. Each technique follows four steps: Indicate, Con-
firm, Manipulate, Release. The techniques differ in their modality
and input structure, such as pointing with gaze versus pen.

Uhttps://support.apple.com/guide/apple-vision-pro

In the Object Selection phase, the user points to the object using
the pen (DirectPen), pen-ray (Pen-ray), or gaze (Gaze + Pen and
GazeSnap). Once the object enters the hover state, it indicates the
object is selectable. The user then holds the trigger button, and the
object enters the dragging state.

In the Dragging phase, once the object is in the dragging mode,
its position is controlled by the pen - for DirectPen, Pen-ray and
Gaze + Pen- not by gaze, which is only used for pointing. However,
with GazeSnap, manipulation is done using gaze, while the pen is
only used for confirmation.

Object selection and Target placement can occur in various
ways: The first option involves selecting with the pen (DirectPen
and Pen-ray), the second with gaze (Gaze + Pen and DirectPen).

When moving and dragging with gaze (GazeSnap), the user
looks at the target, enabling full 3D pointing with the gaze. The
selection is made with target knowledge, meaning the user needs to
keep the target in view. If the user fails to maintain focus on the
target with their gaze, the last gaze position is used to determine
and place the target.

3.1 Techniques
3.1.1 DirectPen (Figure 2: a-c)

Serves as a baseline for direct interaction with objects in mid-air
using a pen. A button press gives the user physical feedback dur-
ing selection, making the interaction more deliberate and precise.
Additionally, the technique supports pen dragging and allows flex-
ible use in various 2D and 3D interaction scenarios. This makes it
particularly suitable for tasks such as drawing, writing, or sketch-
ing. We use the implementation provided by Meta Quest Pro, which
uses the absolute position of the pen tip as the selection point. This
approach, which does not use additional pointing enhancements,
aligns with how direct pen manipulation is used in 2D and 3D con-
texts in industry and academia [19, 22, 30, 34].

3.1.2 Pen-ray (Figure 2: d-f)

The combination of Pen-ray interaction is ideal for precise point-
ing and continuous input, similar to the metaphor of a laser pointer.
This indirect laser pointer interaction (pen ray + pen button) be-
comes even more effective when the ray is directed toward the
user’s line of sight. It allows for rapid pointing and object move-
ment along the Y-axis. The pen button confirms the selection, while
the indirect pen ray enables precise pointing and dragging of ob-
jects. This approach enhances control and efficiency in 3D envi-
ronments, aligns with industry usage (e.g., as used in the Logitech
VR pens) providing smooth, intuitive interaction without the need
for direct physical contact.

3.1.3 Gaze + Pen (Figure 2: g-i)

The Gaze + Pen interaction allows objects to be selected from a dis-
tance and manipulated with the pen once the pen button is pressed.
The technique works on the principle of gaze selects, hand with
pen manipulates. Gaze is used for pre-selection, the pen button
confirms the selection, and while the button is pressed, the object
can be manipulated through indirect pen movements. The combi-
nation of gaze-based pen-button feedback provides an intuitive and
effortless way to move objects in any direction. This allows objects
to be adjusted along all three axes (X, Y, Z) in space without relying
on traditional interaction methods.

3.1.4 GazeSnap (Figure 2: j-I)

The GazeSnap technique is a concept that enables object selection
and target placement using gaze: The object is selected by the user’s
eyes, and the selection is confirmed by pressing the pen button. Af-
terward, the user focuses on the target object. Once the pen button
is released, the object is placed at the target location. When using
this technique, the user moves or drags the object by gazing at the
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Figure 2: Illustration of four interaction techniques: DirectPen (a-
¢), Pen-Ray (d-f), Gaze+Pen (g-i), and GazeSnap (j-1).

destination. If the gaze is within the target’s bounds, visual feed-
back shows that the entire object can be selected (hover state). As
such, different to the other techniques, this technique is based on
target knowledge in order to enable the snapping.

In our pilot tests, we first tried a simple way to let the user select
an object and then a target with their gaze. But this naive approach
led to problems: users often lost their fixations, and jitter made it
hard to lock onto the target. As a result, the error rate was high.
Simply enlarging target sizes could address the issue, but this ap-
proach is hard to generalize, as target layouts often cannot be al-
tered. To solve this, we added the /€ Filter and a Fixation Filter
to smooth the raw gaze data and reduce small fluctuations. Inspired
by earlier work [39], we also introduced a Probability-Based Gaze
Validation mechanism to handle any remaining uncertainties and
confirm the user’s intent more reliably. These steps improved the
stability of our gaze snapping technique, and we discuss the details
in the next section.

3.2 Technical details

For the Experimental setup, we used the Meta Quest Pro
(106°x95.57° FOV, 1800x1920 pixels per eye), and the software

was implemented with the OVR toolkit in Unity3D (2022.3.12f1).
Eye-tracking accuracy is reported to be around 1.5-3° [44, 3].

We used several filtering and validation mechanisms to process
the gaze data. First, we used a / € Filter to smooth raw gaze input
and reduce noise-related fluctuations, based on [48]. The param-
eters were set to fi,. = 1.5 and B = 20 for gaze, and f,, = 0.9
and 8 = 90 for controller movements. Additionally, we used a Fix-
ation Filter to distinguish stable fixations from rapid saccades. The
fixation angle was set to 4, and 0.25s was used for fixation time.
To address the instability of gaze selection, we also implemented
a Probability-Based Gaze Validation mechanism that collects per-
frame gaze data over a short time window (300ms) rather than rely-
ing solely on single-frame data, only entering a hover state if more
than 50% of the recorded gaze hit within the target object.

For pen input, we used the Meta Quest Pro Right Controller with
a stylus tip and the grip button for interaction. The controller’s in-
put data, including both position and rotation, was mapped onto
a virtual pen, replicating the behavior of the Logitech XR Pen to
ensure consistency with the pen input system [25]. The GazeS-
nap algorithm for drag interactions was customized to handle gaze-
based dragging and calculate drag movements based on gaze po-
sition. This algorithm also compensates for head movements to
maintain accurate object dragging. We adopted the Control-Display
(CD) ratio to regulate drag acceleration. This method applies a
quadratic function, which amplifies larger movements more than
smaller ones, based on the work of Wagner et al.[41].

4 USER STUDY

We conducted an empirical user study to evaluate the usability of
the proposed interaction techniques for shape point translation in
3D space. The study assesses selection and manipulation tasks with
Gaze+Pen input. Our baseline is the direct use of the pen (Direct-
Pen). The study task involves repositioning an object to connect
two shape points, followingdiagonal dragging directions, inspired
by previous work [4, 41]. This design reflects a constrained yet rel-
evant subset of shape construction task in design contexts. Our
research questions include

(RQ1): What is the effect of integrating gaze in a pen-based
shape point translation task? Prior work has shown that gaze can
complement manual input, but its benefits in shape construction
tasks remain underexplored. Here we compare two gaze-based
techniques to two pen-based techniques to understand performance
and usability differences.

Secondly, (RQ2): What is the effect of snapping vs. a typical
model of “gaze to select, hands to manipulate”? Different gaze
integration possibilities can lead to different interaction dynamics.
Here we compare GazeSnap, which uses automatic snapping to
Gaze + Pen, which uses gaze for preselection without snapping,
and is based on Gaze+Pinch [33]. Moreover, the two approaches
may offer different trade-offs in speed and control.

To achieve a balanced experimental design, we counterbal-
anced the order of the four techniques across participants. Within
each block, both Distances and Target Sizes were randomly var-
ied. In total, the study yielded 16 Participants x 4 Techniques x
3Distances x 2 Target Sizes x 8 repetitions = 3072 data points.

4.1 Task

The study task required users to select an object and move it to a
target. The object and target were randomly placed in diagonally
opposite corners [41]. Additionally, we decided to test the objects
and targets in two sizes (4° [0.0395 m] and 6° [0.0595 m]) and
at three different distances: near (15 cm), mid-range (35 cm), and
hard of reach (55 cm), with conditions randomized within each task
block. This ensured that users had to extend their arms or engage
in more body movement for farther targets than closer ones. Each
user completed a total of eight repetitions [4, 41].



Using the assigned technique, the user was instructed to place the
object at the target position as quickly and accurately as possible.
If the target was not reached within 30 seconds, it was counted as
a time-out and considered an error. An error was also recorded if
the user performed a double button press or lost the object during
the dragging process. A double click was treated as an error when
it caused unintended behavior—such as selecting and immediately
deselecting the target—Ileading to trial cancellation and repetition.

Additionally, both the object and the target were embedded
within geometric shapes, giving users the impression of completing
a shape. The shapes used were rectangles and triangles, positioned
within a cubic volume slightly below eye level. This volume was
positioned with a vertical offset of 8.8 cm below the user’s eye level,
not as a distance from the user’s body but as a placement to en-
sure a consistent and comfortable downward gaze angle during the
task. This design served not only to contextualize the task within a
point-dragging in a line-drawing context but also to enhance depth
perception and spatial understanding. The VR environment itself
further reinforced depth perception. Once an object was moved to
the target, a new shape appeared.

4.1.1 Visual Feedback (Figure 3)

Users were supported by visual feedback employing a traffic light
color metaphor to communicate interaction states, divided in dis-
tinct modes: Indicate, Confirm, Manipulate, Release (Figure 3).
Indicate: A translucent red sphere with a red dot at its center is
displayed to signal the location of the interactive element.
Confirm - Hover and Selection: Once the user targets the red
sphere through gaze fixation (for gaze-based techniques) or by po-
sitioning the pen or pen ray over the object, the system enters hover
mode. The sphere then changes color to yellow, indicating that it is
in a selectable state. To finalize the selection, the user presses the
trigger button on the pen device. This explicit action confirms the
user’s intent and transitions the system into the manipulation phase.
Manipulation-Dragging mode: Upon confirmation, dragging
mode is initiated. The object is now movable, and the target sphere
(the destination area for object placement) is highlighted using the
same translucent red with a central red dot design. This consistent
visual language helps the user identify where the object should be
moved. As the user guides the object toward the target area, and
once it reaches the correct proximity, the target sphere changes its
color to yellow, signaling readiness for placement.
Release-Dropping mode: The user completes the placement by
releasing the trigger button. If the object is correctly positioned,
the system provides immediate positive feedback by changing the
visual cue to green, confirming successful task completion. In con-
trast, if the object is incorrectly placed, the feedback is given in red,
indicating an error and prompting the user to retry the task.

4.2 Participants

A total of 16 individuals participated in the study, including 6
women, 2 non-binary individuals, and 8 men, aged between 22 and
35 years (M = 26.63, SD = 3.50). Participants had diverse back-
grounds and levels of technical expertise. They self-reported their
familiarity with AR/VR/XR on a 5-point Likert scale (1 = little ex-
perience, 5 = expert), yielding an average rating of (M = 3.31, SD
= 1.40). Experience with eye-gaze interaction was rated at (M =
3.00, SD = 1.51), while controller usage received an average rating
of (M =1.69, SD = 1.15). Regarding handedness, 14 participants
identified as right-handed and 2 as left-handed. Additionally, 6 par-
ticipants wore glasses and 2 used contact lenses during the study.

4.3 Procedure

The study was conducted in a large room where participants sat
on a fixed chair. At the beginning, they signed the consent form
and completed a demographic questionnaire. They then received
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Figure 3: Illustrations of interaction techniques used in the user
study: (a-d) DirectPen, (e-f) Pen-ray, (i-1) Gaze + Pen, and (m-p)
GazeSnap- with visual feedback shown for the phases of indicate,
confirm, manipulate, and release.

an introduction explaining what to expect over the next 45 minutes.
After the introduction, the first technique was explained. Before
each new technique, a structured process was followed: first, the
technique was explained, then — if it was a gaze-based technique
— the eye-tracking calibration was performed. Afterward, an ini-
tial training session was conducted under random conditions, con-
sisting of eight test trials. Once all explanations and settings were
completed, the main study began. Participants were instructed to
perform the tasks as quickly as possible. After each study session,
they were asked to remove the headset, complete a questionnaire
about the technique, and take a short break of 2-3 minutes. This
procedure was repeated for all four techniques. After all techniques
had been tested, participants were asked to complete a final ranking
questionnaire, in which they ranked the four techniques from most
to least preferred. Participants were encouraged to rank based on
their overall subjective experience.

4.4 Evaluation Metrics
¢ Task Completion Time (TCT): Time elapsed between the object
appearance and completing the action (button release).

* Selection Time (ST): The time interval from the appearance of
the object to the selection action initiated by the pen button press.

* Movement Time (MT): The time elapsed between the comple-
tion of the selection action and the release of the button.
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Figure 4: Time-based performance metrics across four interaction techniques. The four bar charts depict (a) Task Completion Time, (b)
Selection Time, (¢) Movement Time. Error bars represent 95% confidence intervals.

Error Rate (ER): A trial is an error either at a timeout or the
object exceeds the target radius at the moment of release.

Preference and Subjective Task Load: The NASA-TLX (Task
Load Index) questionnaire [11] collects responses, with extra
questions on eye and hand fatigue. Participants were asked to
submit preference rankings at the study’s conclusion, too.

5 RESULTS

We assessed all continuous variables for normality. Where signif-
icant deviations were detected, Box-Cox transformations [8] were
applied to approximate Gaussian distributions and ensure the va-
lidity of subsequent parametric tests. For the subsequent analy-
sis of performance metrics (Sections 5.3 - 5.4), no trials were ex-
cluded due to timeouts, defined as failure to complete a selection
and target placement task within 30 seconds. Outlier removal was
based on Task Completion Time (TCT), where 44 trials (11.458%)
exceeded the threshold of the Mean 43 x SD. A three-way re-
peated measures ANOVA (Technique x Distance x Target Size)
was employed to evaluate the quantitative measures and report gen-
eralized eta squared as an appropriate measure of effect size. In
cases where the assumption of sphericity was violated, Greenhouse-
Geisser adjustments were applied. Post-hoc pairwise comparisons
were conducted using estimated marginal means with Bonferroni
corrections to control for Type I error. The non-parametric Fried-
man test was used for Likert-scale data (section 5.5), followed by
pairwise Conover post-hoc tests with Bonferroni adjustments. We
present statistically significant results concerning the factor Tech-
nique. Statistical significance is annotated in all graphs using the
following notation: * (p < .05), ** (p < .01), *** (p < .001), and
*EEE (p <.0001).

5.1 Task Completion Time (Figure 4, Figure 5)

Regarding TCT (F% = 43.105, p < .0001, nZ = 0.34), we found
users were faster in completing the task with GazeSnap than with
DirectPen, Gaze + Pen, and Pen-ray (p < .0001).

For both factors Distance (Fy3, = 278.71, p < .0001, ni =
0.271) and Target Size (F5=52.398, p < .0001, nZ = 0.03) were
significant main effects found, which means that users completed
the task faster with short Distance of 15¢m (2.78s, p < .0001) than
with 35¢m (3.32s) and 55¢m (3.79s), and also faster with 35¢m
than with 55¢m (p = .0001). Users were also faster with objects
of Target Size of 6° (3.16s, p = .0098,) than with 4° (3.43s). Sig-
nificant interaction effects were found for Technique x Distance
(F5=2.876,p = .013, n2 = 0.008)).

For all three Distances (15¢m, 35¢m, 55¢m) and for both Tar-
get Sizes (4°, 6°), users were significantly faster in completing the
task with GazeSnap (p < .0001) compared to Gaze + Pen, Pen-ray

and DirectPen. There was no significant correlation between er-
ror rate and task completion time across techniques and distances
(r = —0.08), indicating that faster performance did not come at the
cost of increased errors.

5.2 Selection Time (Figure 4, Figure 5)

Regarding ST (F3% =4.92, p =.005, n2 = 0.055), we found users
were faster in selecting objects with GazeSnap (p < .0008) and Pen-
ray (p < .0030) than with DirectPen.

For both factors Distance (Fj = 316.351, p < .0001, n2 =
0.343) and Target Size (F5=57.301, p < .0001, nZ = 0.073),
users selected objects faster with short Distance of 15cm (1.1s,
p < .0001) than with 35¢m (1.3s) and 55¢m (1.6s), and also faster
with 35¢m than with 55¢m (p < .0001). Users were also faster with
objects of Target Size 6° (1.2s, p < .0001) than with 4° (1.4s).

For Distance of 55¢m, users were significantly faster with
GazeSnap(p = .0002) for selecting objects compared to DirectPen.

5.3 Movement Time (Figure 4, Figure 5)

Regarding MT (Fy% = 62.41, p < .0001, nZ = 0.507) users were
faster in moving the object with GazeSnap than with all the other
techniques (p < .0001). Also DirectPen was faster compared to
Gaze + Pen (p = .0002) and Pen-ray (p = .00003).

For both factors Distance (Fj = 199.378, p < .0001, nZ =
0.187) and factor Target Size (F|5;=26.701, p =.0001, nZ =0.012),
users moved objects faster with short Distance of 15¢m (1.69s),
than with 35cm (2s, p = .00005) and 55cm (2.24s, p < .0001)).

For all three Distances (15¢m, 35¢m, 55¢m), users were signifi-
cantly faster with GazeSnap (p < .0001) for moving objects com-
pared to Gaze + Pen, Pen-ray and DirectPen. However, just for
15cm (p = .0049) and 55¢m DirectPen was faster compared to
(p =.0079).

5.4 Error Rate (Figure 7)

Regarding ER (F)%), = 4.57, p = .025, n2 = 0.049), users ex-
hibited significantly lower error rate when using DirectPen (0.5%,
(p =.0001)), Gaze + Pen (0.9%, (p = .0018)) and Pen-ray (1.2%,
(p = .0046)) compared to GazeSnap (2.6%). This effect was par-
ticularly pronounced for smaller targets (4°), where DirectPen (p <
.0001), Gaze + Pen (p < .0001), and Pen-ray (p = .00017)resulted
in significantly lower error rates than GazeSnap.

For both factors Distance (F33%, = 3.47, p = .044, n¢ = 0.015)
and Target Size (F}}}, = 16.68, p=.0009, ni = 0.020), users made
fewer errors with objects of Target Size of 6° (1.8%, p = .0105)
than with 4° (0.4%).

Significant  interaction effects were found
Technique x TargetSize (F}9, = 8.65, p =.0001, nZ = 0.055).
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For Distance (55cm), users were significantly more error-prone
with GazeSnap (p < .05, p = .00035) compared to Gaze + Pen;
similarly, for Target Size (4°), error rates with GazeSnap (p <
.0001) were significantly higher than with Gaze + Pen (p < .0001),
Pen-ray (p = .00017) and DirectPen (p < .0001).

5.5 Task Load and Preferences (Figure 6 - Figure 7)

GazeSnap was the most preferred technique, selected by n =9 par-
ticipants (56.25%), followed by DirectPen with n = 3 (18.75%).
Both Gaze + Pen and Pen-ray were selected by n = 2 participants
(12.50%), placing them at the lower end.

A statistical analysis of fatigue ratings revealed significant dif-
ferences across techniques for both factors Arm/Hand Fatigue
(x*(3) = 30.70, p<.0001, W = 0.639) and Eye fatigue (x>(3) =
25.55, p < .0001, W = 0.532).

Specifically, Gaze + Pen was rated as less fatiguing for the
hand/arm than DirectPen (p = .00373), while GazeSnap was per-
ceived as the least fatiguing technique overall, showing a highly
significant advantage over all others (p < .0001). In contrast,
GazeSnap was rated more fatiguing for the eyes than both Pen-
ray (p = .0003) and DirectPen (p = .0003).

The overall Task load, as reflected in TLX total scores, also
showed significant differences between techniques (x2(3) = 8.708,
p <.0001, W = 0.181). GazeSnap (Mdn = 1.8) was rated as less
demanding compared to Pen-ray (Mdn = 2.8, p < .01) and Direct-

Pen (Mdn=3.2, p < .05).

Perceived Physical demand, as measured by NASA TLX
scores, differed significantly across techniques (x2(3) = 25.90,
p < .0001, W = 0.540). GazeSnap, was rated as less physically de-
manding (Mdn =1, p < .0001) compared to all other techniques:
Gaze + Pen (Mdn = 3), Pen-ray (Mdn = 3), DirectPen (Mdn = 5).
Additionally, Gaze + Pen was perceived as less physically demand-
ing than DirectPen (p = .0008).

A similar result was observed for perceived Effort, with a signif-
icant overall effect (y>(3) = 8.548, p < .0001, W = 0.178). GazeS-
nap (Mdn = 2) was rated as requiring less effort than DirectPen
(Mdn =4, p=.0056).

5.6 User Feedback (Figure 6)

The qualitative feedback presented here was collected via open
comment fields to supplement the quantitative data and was used
exploratively; no formal coding or thematic analysis was performed
on these responses. The following quotes serve to illustrate users’
subjective experiences and complement the main findings from the
NASA-TLX questionnaire and performance metrics.Three partici-
pants ranked DirectPen as their favorite technique, while seven con-
sidered it their least preferred. Users appreciated its precision and
natural interaction style; P12 emphasized it was the ‘most accu-
rate and easiest’ technique. The main criticism was the excessive
physical effort required, particularly when targeting distant objects.
Users reported fatigue and discomfort, with P5 finding it as ‘ex-
hausting for the right arm’ and P16 noting it was ‘tiring in the long
run’. To cope with these challenges, users developed individual
strategies. P15 remarked, ‘I notice I will move toward the graph
more in this experiment’, while P13 suggested that ‘eye tracking
and CD gain significantly will improve these issues’.

With Pen-ray technique, users expressed mixed opinions, with
two participants ranking it as their most preferred technique, while
five rated it as their least favorite. P1 stated that its performance was
‘not good enough’. P6 and P7 criticized the technique for being un-
stable when selecting small or distant objects. A common concern
was the physical effort involved, especially during interactions at
greater distances. P6 described the ray as becoming increasingly
unstable the farther the target was, and P10 struggled with control-
ling the spacing between the ray and the object. Yet, users appreci-
ated the visual feedback provided by the ray and the reduced need
for large arm movement compared to DirectPen.

With Gaze + Pen, only one participant ranked it as their least
preferred technique, while two selected it as their favorite. P13 em-
phasized liking the balance between gaze and hand input: ‘I was
still able to move the point manually, while using gaze for initial
selection’. P4 described it as giving a strong sense of control. How-
ever, physical strain was experienced, and sometimes, the coordi-
nation between gaze and pen was found to be slightly complex. P5
found it ‘exhausting to use’, while P1 noted that involving both eyes
and hand made it feel a bit complex. P8 found it easier than Pen-ray
since pen movement was only needed for dragging, not selection.

GazeSnap was ranked as the most preferred technique by nine
participants. Users appreciated the minimal physical effort re-
quired, as gaze was used for both selection and manipulation. P1
described it as the ‘most effective and comfortable’ technique, and
P6 noted that it felt ‘so effortless and quick’. Participants frequently
mentioned reduced hand movement and fast interactions. Some
users pointed out limitations. They experienced eye strain or dis-
comfort due to the prolonged use. Furthermore, they have felt the
experience lacked a sense of control.

6 DiscussION

We studied the effect of integrating gaze control in a pen-based
shape point translation task, comparing two gaze-based techniques
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(GazeSnap and Gaze + Pen) with two pen-based techniques (Di-
rectPen and Pen-ray) in terms of performance and user experience.
We will now discuss the results in terms of our research questions.

6.1 RQ1: User Performance of Gaze-based to Hand-
based Interaction

Our findings show that gaze-based input can effectively support
pen-based interactions, especially in contexts that benefit from low-
effort, fast input - such as multitasking scenarios or creative applica-
tions like drawing interfaces. Among the tested techniques, GazeS-
nap clearly outperformed the others in terms of speed, efficiency,
and reduced physical effort. However, this performance gain came
at a cost: GazeSnap also resulted in the highest error rate and sig-
nificantly increased eye fatigue. However, the trade-off needs to
be considered in the context of the actual times. The time saved
with GazeSnap was about a whole second, leading to approximately
2.5 seconds for each trial, whereas all other techniques resulted in
around 3.5 second task completion times. This represents about a
30% reduction in task time - in contrast to the approximately 1.5 %
increase in errors.

The increased error rate observed with GazeSnap may be due
to factors such as small target sizes, which made precise fixa-
tion difficult. Additionally, the so-called “Early Trigger” problem-
where actions are unintentionally triggered before the user intended
- likely contributed to inaccurate input. Eye fatigue may also have
stemmed from the need for users to consciously control their gaze
not just for selection and placement, but also to verify action, in-

creasing visual strain. Possible improvements include enlarging
targets, optimizing trigger timing, and providing supportive visual
feedback to enhance accuracy and reduce cognitive and visual load.
Overall, gaze-based interaction holds promise as a complementary
input modality to pen-based techniques.

6.2 RQ2: Gaze + Pen versus GazeSnap

As we included two gaze-based techniques, it is particularly in-
sightful to compare their effectiveness. Gaze + Pen represents the
default interaction model used in current XR devices such as the
HoloLens 2 or Apple Vision Pro. However, our results showed
no significant differences between Gaze + Pen and the other tech-
niques - its overall performance was comparable. However, GazeS-
nap stood out, offering substantial reductions in both temporal and
physical effort for users. One notable finding is that GazeSnap led
to higher reported eye fatigue compared to two manual baselines,
whereas Gaze + Pen showed no significant differences in this re-
gard. The eye fatigue ratings partially traded with hand fatigue,
though. We find that GazeSnap has even less physical fatigue than
Gaze + Pen. This suggests that offloading only the object selection
task to gaze input - as Gaze + Pen does - still imposes a noticeable
level of physical effort, which users seem to perceive more strongly
than with GazeSnap.

The increase in eye fatigue with GazeSnap can be attributed to
the nature of the interaction: users must actively and consciously
control their gaze -not only to select and place objects but also to
verify and confirm their actions. This sustained visual concentra-



tion, combined with the need to maintain a stable fixation point, can
lead to fatigue of the eyes, especially during extended tasks. Design
strategies such as larger targets, optimized trigger timing, or more
supportive visual feedback could help to mitigate this trade-off and
enhance both accuracy and user comfort.

Overall, our findings suggest that snap outperforms the more
common Gaze + Pen model in tasks involving frequent control
point dragging, where time and effort reduction are key. How-
ever, this advantage is task-dependent-GazeSnap may be less prac-
tical when moving objects freely without snapping targets. This
reflects a trade-off between limited expressiveness and fast, low-
effort rough shape creation.

Compared to prior eye-hand studies using hand gestures, our
gaze-and-pen technique shows significant performance improve-
ment, largely thanks to the snapping mechanism. Unlike ap-
proaches like Look & Drop [41], which require manual depth con-
trol, GazeSnap automatically snaps to target depth, eliminating this
effort and outperforming Gaze + Pen. Though gaze is often linked
to distant interactions, our results show it can compete effectively
with direct input even in near-space tasks.

This suggests the potential of using GazeSnap for shape editing
tasks, though its application across different shape editing scenarios
remains an open area for exploration. Our demos highlight novel
spatial interactions with grids of control points—for example, cre-
ating lines, curves, and splines based on the selected mode. While
these advanced manipulations may require training to master and
fully leverage the multimodal control, they demonstrate promising
new possibilities for reducing hand/eye fatigue and enhancing spa-
tial design when eye-tracking is more deeply integrated.Beyond the
results, we note that there is likely no “best” technique but rather, a
future design application can in principle support all techniques so
users can take advantage of each techniques strength.

6.3 Limitations

First, we focused on shape point translation tasks with high ob-
ject movement, which may generalize to other translation tasks but
not necessarily to more complex design workflows. Second, while
snapping likely improved gaze-based input, it may have also bene-
fited techniques like Pen-ray or DirectPen. Since industrial pens
usually use absolute pointing without snapping, including snap-
ping introduced an asymmetry that might have widened the per-
formance gap. Future work should explore pen-based snapping to
better quantify its impact and see if GazeSnap’s advantage holds
under controlled conditions. Third, we tested with target sizes of
4 and 6 degrees visual angle; smaller targets were impractical due
to eye-tracking limits. It would also be valuable to assess how well
the Quest Pro controller represents natural pen use and to investi-
gate additional parameters for our techniques.

6.4 Application Examples (Figure 8)

We developed a simple, anchor-based creation tool to explore the
interaction between gaze and pen, particularly focusing on the prac-
tical application of GazeSnap, as its potential use cases may be less
immediately apparent as a novel technique. Users can select tools
and colors using Gaze + Pen and then create shapes on a grid of an-
chor points. The tool supports object positioning spline and poly-
line creation, and control point deletion. Scenario 1 illustrates how
users can select tools, switch colors, and draw 2D shapes by rely-
ing on gaze. By targeting anchor points with their gaze, users can
switch tools and snap target anchors efficiently. Scenario 2 demon-
strates an advanced interaction where users combine gaze, pen, and
pinch gesture with their non-dominant hand (NDH) to create a he-
lical 3D curve. The pen selects a nearby anchor, the gaze snaps
to a distant anchor, and the pinch gesture adjusts the height of the
anchor, forming a classic helix. Both examples showcase the po-
tential of integrating pen and gaze input for more complex creative

+vom A

(a) Drawing a wavy spline  (b) The final shape forms

using gaze. a eye pattern.
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(c) Creating a spiraling 3D (d) The final 3D helical
helical curve using gaze. curve.

Figure 8: Two interaction scenarios using the anchor-based creation
tool for multimodal interaction. (a-b): gaze-based selection and 2D
spline creation via snapping. (c-d): combined pen, gaze, and pinch
gesture input to create a 3D helical curve.

tasks. The inclusion of hand gestures provides additional control,
particularly in 3D design scenarios.

7 CONCLUSION

This work explored how multimodal gaze and pen input can support
point editing in 3D design. GazeSnap consistently enabled faster
performance, lower physical effort, and reduced task load, though
it came slightly higher error rates and more eye fatigue-revealing a
trade-off between efficiency and precision. Still, this trade-off ap-
pears acceptable: GazeSnap cut task time by roughly 30%, while
errors rose only 1-2%. Most users preferred it, suggesting strong
potential for future spatial design tool. Our study focused on point
translation as a core shape editing task, serving as a first step to-
ward broader investigations. Future work should explore operations
like point insertion, curvature adjustments, or edge modifications
to evaluate how input modalities scale to more complex tasks. It
would be also valuable to refine targeting and filtering to reduce
errors, and to apply these techniques in more advanced workflows-
such as full 3D modeling or collaborative design [16]. In collabo-
rative settings, gaze input presents unique challenges due to its low
observability compared to hand gestures [21]. Another promising
direction is to combine the strength of gaze and pen input - exam-
ple, using gaze for quick target selection and the pen for interacting
with radial or context-sensitive menus. This approach pairs gaze’s
speed with the pen’s precision, especially for tasks needing fine pa-
rameter adjustments or mode switches. While this work focused
on mid-air pen use, exploring pen-and gaze-interaction on surfaces,
which offers different affordances, it also worth pursuing [30].
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